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ABSTRACT
The Relationship between Linguistic Distance and

Neural Machine Translation Quality

Among all the factors that may contribute to the output quality of a translation,
linguistic distance between the source language and target language had been largely
cast aside. Relatively recent developments in linguistic distance research, away from
lexical approaches and toward syntactic approaches, have made it possible to apply
linguistic distance more methodically. This thesis aims to answer the question
whether the neural machine translation quality drops as translated languages get
more linguistically distant. To reach this answer in relation to machine translation, a
survey was conducted in which participants were asked to evaluate machine
translation outputs from different software and on different texts based on questions
relating to different error types. Different participants who spoke both the source
language Turkish and also increasingly more distant languages to Turkish at an
advanced level were found, in order to capture the effect of a wide spectrum of
language distance. The results from a relationship between linguistic distance and
machine translation quality provide an experimental background for future research
regarding this relatively unexplored relationship by raising specific questions about

sensitivity towards linguistic distance in building machine translation tools.



OZET

Dil Mesafesi ile Noral Makine Cevirisi Kalitesi Arasindaki iliski

Bir ¢eviri ¢iktisinin kalitesini etkileyebilecek tiirlii etkenler arasinda kaynak dil ile
erek dil arasindaki dil mesafesinin etkisi genellikle gormezden gelinmistir. Dil
mesafesi lizerine yapilan arastirmalarda, sozciiksel yaklasimlardan s6zdizimsel
yaklasimlara dogru ilerleyen yenilikler, dil mesafesi kavraminin daha bilimsel bir
sekilde uygulanabilmesine olanak saglamistir. Bu tez, bir ¢eviriye dahil olan diller
arasindaki dil mesafesi arttik¢a, noral makine ¢evirisinin kalitesinin ne derecede
degistigi sorusunu cevaplamay1 hedeflemektedir. Bu sorunun cevabina makine
cevirisi 6zelinde erisebilmek i¢in, Tiirkge ve Tiirkceden giderek uzaklasan dilleri ileri
seviyede bilen ¢esitli katilimcilara, dort metnin dérder makine ¢evirisinin sunuldugu
bir anket hazirlanmis, katilimcilardan bu ¢evirileri hata tiirlerine denk gelen sorular
dogrultusunda degerlendirmeleri istenmistir. Dil mesafesi ile ¢eviri kalitesi
arasindaki olasi iliski, makine ¢evirisi yazilimlarinin kurulumlarinin 6zellikle dil
mesafesine hassasiyet gosterebilmelerine dair sorular dogurarak énceden
derinlemesine islenmemis bu iliski iizerine daha fazla arastirmalar yapabilmek adina

deneysel bir altyap1 hazirlamaktadir.
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CHAPTER 1

INTRODUCTION

One of the most significant turning points in the field of translation, coming in with
the internet age, is the mass adoption of machine translation. While machine
translation in partial capacity has been around since the 1930s (Somers, 2005, p. 140),
the broad availability of machine translation to anyone in the public only came along
with the 21st century. The process of translation, pertaining to the very human arena
of language, became democratized and mainstream. It “has been ahead of most

others in terms of casualisation, globalisation, and digitalisation” (Moorkens &
Rocchi, 2021, p. 5). Democratized means availability, where every individual with
internet access has machine translation tools available to them; mainstream means
common use, since interlingual translating acts have expanded from areas that
traditionally required them — law, medicine, literature — to the daily lives of
individuals, especially in a globalized world. Most sophisticated machine-learning
translation engines, those developed or used by multinational companies, are now at
the stage of producing translation that meets some baseline level of adequacy (Specia,
Hajlaoui, Hallett, & Aziz, 2011). Despite these, the increased prevalence of machine
translation tools has also spelled out some negatives for translators, who now face
reduction in pay and potential replacement (Moorkens & Rocchi, 2021). The

question of “to what extent can translators be sufficiently replaced by machine
translation tools” has real impact on employment and compensation of people
working in the field. Understanding under which conditions machine translation can

be as effective and have as high quality as human translation, if at all, aids in



answering this question. Therefore, as machine translation becomes more pervasive,
its remaining insufficiencies increase in importance as well.

In Translation Studies, both in human and machine translation, principles of
translation can frequently be assumed to have a universal quality despite being
derived from the study of relatively few and related languages. Historically, Western
Translation Studies theories tended to put significant focus on Western European
language pairs and extended their conclusions to apply to all languages around the
globe. Examples from the history of the field of Translation Studies can be found
starting even with the naming of the field by James Stratton Holmes, who was
proficient in Dutch and English (Holmes, 1988). Another example includes the
tradition of formal equivalence (Nida, 1964). Eugene Nida makes a distinction
between formal equivalence, where during translation of words it is sought to find
“similar orthographic or phonological features” (Baker, 2005, p. 77) and dynamic
equivalence, where “complete naturalness of expression” (Nida, 1964, p. 159) is
aimed for. Thinkers that had steeped themselves into the goal of formal equivalence
had strived to find direct equivalents in target languages for words in their own
language, no matter how distant. Especially during the early stages of the Translation
Studies field, research was coming from, and focusing on languages of the
Netherlands (Dutch-English-German) (Holmes, 1988) and Canada (French-English),
and although some amount of focus was given to Hebrew and Yiddish as well (Even-
Zohar, 1990), the distance between these languages had rarely been regarded as a
potential setback for the universal applicability of translation principles. European
scholars had instead focused on cultural differences (Nida, 1964). When studying
languages from the Indo-European (IE) language family that make up the majority of

geographically-European languages (Figure 1), careful attention is required to check



the universalizability of principles, especially when applying these principles to
languages from other primary families. For European scholars, the commonality of
their linguistic roots was taken for granted, while their cultural differences were

recognized.

IndQSEUEPEan Langliages

Q,
| [Germanig]

: [W[Slavic;Baltig
| [Romances

R

Figure 1. Indo-European languages in Europe and their subordinate language
families

Stolze underlines that the heightened focus on achieving some standard of
“equivalence” is directly related to developments in mathematics and logic (Stolze
2020, p. 146). This argument is well supported by logicians and language
philosophers of 20th-century Europe, concerning themselves with the “mental image”
that words represent in thought (Nida, 1964, p. 33), or supposing definitions of words
being definitive rules of translation of word units (Wittgenstein, 2005, p. 59). It
makes sense that the Western philosophical sphere after World War 1, enveloped in
logical positivism, with frequent scientific and mathematical breakthroughs,
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directing their gaze to the area of language would be keen on discovering or
“inventing” clearly defined rules, methods, or principles by which translation works.
Despite these, contrary evidence is found in the different philosophies of
translation around the globe. For example, older traditions of translation elsewhere
had freer standards of translation when the traditions of Western Europe concerned
themselves with a standard of formal equivalence. In medieval Bulgaria, translations
had more freedom in the syntax and word order, even though semantic equivalence
was still preferred:
The idea that what matters is the translation of the meaning rather than mere
sounds lay at the heart of the first Bulgarian and Slavonic theory of
translation expounded by John Exarch. He rejected word-for-word translation
and verbose explanations as deviations from the original and urged translators
to aim for equivalence of meaning. (Baker, 2005, p. 349)
In the Chinese tradition of translating Buddhist religious texts, mass interpreting was
crucial in understanding the original text, undertaken by “ . . . scores, sometimes
hundreds, of Chinese monks and lay scholars who recorded in note form the foreign
monk’s explication” (Baker, 2005, p. 367). In the Japanese tradition, translation could
be quite liberated in even describing the objects and concepts from the source text,
where they were free to choose the closest Japanese equivalent of a particular object
or concept originally foreign to them (Baker, 2005, p. 467). In the tradition of
translation of the Ottoman Empire, many different forms of translation practices
existed, some putting more importance on the meaning of the source text, while other
practices focusing on style or poetics (Aksoy, 2005). The various global traditions of
thousands of years, unfamiliar to the scholarly eyes of Western Europeans of the

early 20th century, serve as an indication that translation norms have not been

universal.



Despite global scholarly circles moving away from standards of equivalence
and respecting agency in modern translations more, in public and professional
spheres this change has not seeped through. The assumption of universality in
equivalence leads to confusion, and issues in translation. Individuals might feel
pressured to look for single-word phrases in the target language to match to single-
word phrases in the source language. The absence of a one-to-one equivalence,
which is more expected to be the case when languages belong to different primary
families, would lead to an increase in loanwords in order to compensate. Arguably
this can lead to changes in vocabulary, where local phrases are replaced by
loanwords in the long run.

The same principle can apply to machine translation as well. Machine
translation bore its roots in early 20th century attempts at code-breaking and
mathematical computing (Baker, 2005), much like the mathematical approach to
language philosophy at the time. It gave fruit to tools that carried marks of a standard
of direct equivalence in its binary veins, using direct structures such as “dictionary-
based direct replacement” (Baker, 2005, p. 140). If machine translation algorithms
are trained to search and prioritize one-to-one relationships as they find in corpora
like dictionaries, then they could be more likely to suggest loanwords as translational
solutions. This could even occur in more modern, neural networks if the source
material that software is trained upon includes loanwords. On a single term search
basis, this might not create an issue for an individual who is not a translator or to
someone predisposed to preferring loanwords; however, over the course of an entire
text, it can cause problems in quality.

When attempting to compare how the act of translation might behave

differently based on different language pairs, there needs to be a measure by which to



evaluate language pairs in relation to one another. For the purposes of this research,
an attribute of linguistic distance was considered. Here, linguistic distance will be
defined as the overall difference between two languages or dialects, in terms of each
language’s lexical, syntactic, semantic, phonological, morphological, and
etymological qualities.

However, a number of studies attempting to quantify this linguistic distance,
based on these complex and dynamic qualities, have shown that it is a highly difficult
task (Chiswick & Miller, 2004, p. 3). “Although the concept is well known among
linguists, the prevailing view is that it cannot be measured. That is, no scalar measure
can be developed for linguistic distance” (Chiswick & Miller, 2004, p. 10). Therefore,
approximations need to be employed.

The question posed by this thesis is: “How does neural machine translation
quality change based on the linguistic distance between the source and target
languages?” This question arises from the aforementioned centrality of IE languages
in the field of translation studies, and relates to two main areas of inquiry: whether
linguistic distance between translated languages requires accommodation, and
whether or not machine translation can provide for this accommodation, if it exists.
These inquiries have implications for both human translation and machine translation.
For machine translation, it might be that translation tools are professionally less
reliable for translating languages of greater distance. Additional work might be
required to improve the quality of translation tools when required to translate
between two distant languages. It could be that machine translation software might
behave well on a single search term basis regardless of linguistic distance, but

decline in quality as the text length increases. Alternatively, linguistic distance might



not be related to the machine translation quality, specifically due to the sophistication
of neural network structures present in modern tools.

The hypothesis of this thesis is that machine translation quality does vary
with linguistic distance with an inverse relationship. It is expected that as linguistic
distance increases, the machine translation quality drops. The reasoning of this
hypothesis is explained through the sub-questions of the thesis. Translation between
distant languages might make it more challenging for human and machine translation
to provide the same quality, given the same resources. It could be that modern
machine translation tools, with complex structures like neural networks are well
equipped to achieve equivalence in quality, regardless of linguistic distance. Even if
a challenge exists when translating between distant languages, perhaps it reflects not
in translation quality, but in translation speed or computer resources used.

If it is found to be the case that machine translation quality varies, it should
signal to workers and scholars who professionally use machine translation to
reconsider using software when translating distant languages, or be more selective in
the type of software used. In addition, creators of such software would need to
improve learning and training algorithms to adjust accordingly. The implications
relating to human translation and required work may also have further implications

about translator compensation, workload, and expected quality.



CHAPTER 2

LITERATURE REVIEW

2.1 Previous research into linguistic distance

When discussing literature in regard to the present thesis’s discussion, it is important
to distinguish between research into linguistic distance and research into machine
translation. The application of linguistic distance largely focused on either
ethnographical analysis, such as genetic diversity (Sokal, 1988), or socio-economic
status of immigrants (Isphording & Otten, 2011; Piazzalunga, Strem, Venturini, &
Villosio, 2018).

While previous considerations were undertaken in relation to linguistic
relativism in the first half of the 20th century, significant attempts at determining
linguistic distance only began with the second half, with the American linguist
Morris Swadesh. Swadesh attempted to map language divergence by analyzing
lexical differences in word inventories of multiple languages (Swadesh, 1950, p.
161), by subjectively assembling a list of “principle” or “basic” words (Swadesh,
1971, p. 283). The words were chosen with attention paid to their fundamentality for
any language, as well as theoretical resistance to change and borrowing. Swadesh’s
initial 100-word list (Swadesh, 1971) has been expanded upon by later research to a
207-word list from different languages across the world (Pool, 2022). While
Swadesh’s purpose was to chart a timeline for language divergence — also known as
glottochronology — the method of comparing word lists is nevertheless useful for
assessing linguistic distance. Swadesh’s method and similar methods using word

inventories can be classified as lexical approaches to linguistic distance.



Lexical approaches to linguistic distance classification have been undertaken
for Indo-European languages extensively, mainly by building upon Swadesh’s work.
With the content of the word lists being of utmost importance for any Swadesh-like
analysis, a significant portion of improvement, as well as controversy, around
Swadesh-list analysis has been focused on the chosen words. Sergej Yakhontov
reduced the number of words on the original Swadesh list from 100 down to 35
(Yakhontov, 1991). Citing various insufficiencies with the Yakhontov-35 list, Cecil
Brown and Seren Wichmann began to develop a 40-word list, published under the
research project “Automated Similarity Judgment Program” (Brown, Holman,
Wichmann, & Velupillai, 2008). While offering the possibility of doing a lexical
comparison using fewer words, the ASJP-40 database unfortunately suffers from a
lack of quality when it comes to certain languages. In particular the Turkish list — the
language central to this thesis — exhibits large inaccuracies in its words. Numerous
examples can be given, such as the English negation word “not” being given in
Turkish as “deyil” instead of “degil” (outdated and incorrect spelling), incorrect
attributions of words like Turkish “akrep” (scorpion) for English “hand” (possibly in
connection to one of the hands of an analog clock), and inconsistent conjugations for
words (taking the roots “ye- (to eat) and “bil-" (to know) correctly but not taking the
root of the verb “to drink” as “i¢-", instead using the noun “igki” (drink)) (Wichmann,
2020). Overall, the absence of Turkish characters “g, s, 1, 6, 1, g” also contribute to
words being spelled either incorrectly or as if using a foreign keyboard: “biyik”
instead of “biyik”, “kicik” instead of “kii¢iik”, “ay3z” instead of “agiz” and others
(Wichmann, 2020). In Turkish specifically, the ASJP database falls highly short of
the quality standard that a researcher ought to look for in their word lists and thus

should not be used for lexical comparison in its current state.



Presently, lexical approaches were applied to the Turkic language family in a
limited capacity. One example of these applications is the one conducted by Gerard
Clauson, comparing various Turkic languages to Tungusic languages of Mongolian
and Manchu (Clauson, 2005). Oktay Selim Karaca focused within the Turkic
language family itself, comparing Swadesh lists of Turkish, Azerbaijani, Turkmen,
Uzbek, Kazakh, Kyrgyz, and Tatar, creating a similarity matrix between them
(Karaca, 2011).

Most of the research using lexical approaches to linguistic distance relies on
the researcher’s own knowledge and diligence regarding the etymologies of the
words. Unfortunately then, the research is prone to false attributions of word origins,
since the relationship between items on a wordlist are dependent on the researcher’s
own knowledge of that language. In some scenarios, in desiring to avoid committing
an error, the researcher dismisses a certain item in the word lists altogether due to an
etymology unknown to them. Examples can be seen in a study by Ceolin (2019),
where within the notes of the appendix for the wordlists, there are misconceptions of
Turkish etymologies. Ceolin ignores certain items in the wordlists based on them
being loanwords from another language, or in an attempt to avoid covariance due to a
shared etymology with another item. While the notes are generally accurate, on
occasion there are errors such as assuming the homophonic roots of the Turkish word
“diistinmek” (to think) and the Turkish verb “diis-" (to fall) signals a shared
etymology between these words, or omissions such as the sole preference of the
Turkish word for “fire”, “od” instead of the more commonly used “ates” (Ceolin,
2019, p. 336). These errors and omissions at the very least cause some otherwise

valuable information to be lost or remain unaccounted for, if the researcher is

10



prudent enough to avoid false positives. Thus, clearer methodologies for systematic
classification of linguistic distance are preferred:

The premise is that one should not make any prior assumptions about whether

the languages compared are related to each other. In fact, a major motivation

for automated language classification is precisely that no such assumptions
need to be made, such that the enterprise is independent of other methods.

(Wichmann, 2010, p. 3633)

Taken as a whole, lexical approaches tend to offer similar advantages and
disadvantages regardless of the word list used. For languages within the same
language family, lexical comparisons could be used to shine some light onto
linguistic relatedness. However, the precise distance between these languages is
heavily dependent on the methodology that measures similarity of component words
in the word lists. Etymological methods are restricted by the researcher’s own
knowledge of the languages in question and extent of their research into each word’s
etymology. Meanwhile, other letter-based or morpheme-based similarity metrics are
susceptible to misrepresenting linguistic distance due to chance resemblances or
differences between words. For languages that belong to different language families,
lexical approaches are largely inappropriate. An approach using a Swadesh-100 or a
Swadesh-207 list is almost entirely futile at creating any relation between languages
of different families, due to the fact that the fundamental words are almost entirely
unique between languages of different families. Swadesh lists of Turkish and any
Indo-European language show almost no commonality etymologically. An example

can be seen in Table 1 below, showing a selection of Swadesh list words from Indo-

European languages and Turkish.
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Table 1. Six Sample Words in Swadesh Lists of Turkish and Select Indo-European
Languages

Turkish  Italian Spanish French  English  German
biiytik grande  grande grand big grof3
uzun lungo largo long long lang
genis largo ancho large wide bre_it,
weit

kalin Spesso grueso épais thick dick
agir pesante  pesado lourd heavy schwer
kiiciik piccolo  pequefio petit small klein

There are some exceptions to this in alternate words that have become common
usage, such as Persian loanwords in Turkish for “father” and “fire” (Pool, 2022;
Ceolin, 2019). Most other possible resemblances between Turkish and an Indo-
European language are then entirely coincidental, thereby clouding the integrity of
such approaches. One could imagine linguistic relatedness as a relational mapping in
three-dimensional space and a lexical approach only being able to determine
linguistic distance two dimensionally (in a planar manner). Languages of the same
family are located on the same two-dimensional plane and are thus fit for a lexical
(planar) approach; but languages of different families are located on different, non-
intersecting two-dimensional planes and therefore lexical approaches are unable to
establish a connection.

A researcher can also try to quantify linguistic distance using a
morphological approach. The largest source of morphological information is the
World Atlas of Language Structures (WALS) database (Dryer, 2013). WALS
database offers a collection of language features, drawn from various other published
sources. It is then theoretically possible for a researcher to use WALS and its

language feature categories as a way to compare languages by. Problems arise
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however, when one considers exactly how these features are quantified. For a
particular language in WALS, each feature is assigned a certain number, on a scale
which is inconsistent across languages. For example, phonological feature 1A
“Consonant Inventories” is a 5-point scale measuring the number of consonant
sounds in a language’s alphabet, while morphological feature 22A “Inflectional
Synthesis of the Verb” is a 7-point scale measuring the number of affixes that can be
attached at the end of a verb (Dryer, 2013). Thus, comparisons become difficult
when attempted between features with different number scales. The difficulty is only
magnified when, such as in the case of feature 30A “Number of Genders”, one
category within the feature is the null category (e.g. “no genders”) or a category does
not match in number to the other ones (e.g. “five or more” when the other categories
are “two”, “three”, “four”) (Dryer, 2013). Extensively retrofitting each language
feature to the same point scale is an unavailable solution, due to inherent differences
in the ways these features can, and often should, be quantified. Therefore, at the
present state, a morphological approach based on the WALS database appears
unfeasible.

Recent research provides another opportunity to measure linguistic distance.
Longobardi and Guardiano attempted to determine linguistic distance using a
syntactical approach instead (Longobardi & Guardiano, 2009). In this method,
dubbed as the Parametric Comparison Method (PCM), they draw inspiration from
previous Universal Grammar (UG) theories and set out to outline some syntactic
parameters; using which, they can assess the features and qualities of a language
(Longobardi & Guardiano, 2009). In the initial paper, they set out to prove that a
syntactical approach can provide as useful of a comparison as a lexical approach.

Their findings indicated that syntactical approaches can also be used to measure

13



linguistic distance, as an alternative to lexical approaches, while also avoiding the
dimensionality problem of the lexical approaches: “Finally, PCM promises to make a
new tool for the investigation of our linguistic past, hopefully able to overcome the
limits of the classical comparative method . . . ” (Longobardi & Guardiano, 2009, p.
1696). The difference between PCM and a WALS-based morphological approach is
in how language features are quantified. Longobardi and others use a binary
evaluation, marking a “+” value whenever a parameter is necessarily existent in the
grammatical features of a language and with a “-”” value otherwise. As delineated in a
later study, a “-” value denotes the syntactic linguistic feature not being present for
the mind of that language’s speaker: “cognitively, just “+” is viewed as an addition to
the initial state of the mind. The “-” state of a parameter is not an entity attributed to
the speaker’s mind, though it is used by the PCM as a symbol to code a difference
with “+” at that parameter in another language” (Ceolin, Longobardi, Guardiano, &
Irimia, 2020). For example, for a language without gendered nouns like Turkish, a “-”
value for the parameter that tests the necessity of noun genders would indicate that a
speaker of Turkish does not necessarily have a conception of noun genders when
speaking their language, as opposed to a speaker of a language that does, such as
French. Stemming from the theoretical basis of UG, they suppose that certain
parameters exist deterministically alongside others. In other words, existence of
certain parameters in a language presupposes the existence of other parameters
(Longobardi & Guardiano, 2009). In order to account for this, PCM opts to use a null
value “0” for these “implications” wherever they exist (Longobardi & Guardiano,
2009). This way, PCM aims to avoid exacerbating or diminishing the suggested

distance between two languages, arising from too many instances where syntactically
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related parameters are marked with a “-” value. In statistical terms, it aims to avoid
covariance between related parameters.

While parameter setting for all languages is an area susceptible to researcher
bias (or optimistically, provides opportunity for further research), the results of the
syntactical approach are convincing. Marcolli focuses on the robustness of the data,
especially the parameters, but concludes that it is “preferable to exclude from the
PCM all those parameters that are entailed and made irrelevant by other parameters”
(Marcolli, 2016, p. 15). Crisma, Guardiano, and Longobardi detail how parameters
are determined in a PCM approach, and how positive values are considered (Crisma,
Guardiano, & Longobardi, 2020). Particularly, certain phrases are taken as examples
from native speakers — or are presented to them — with each presented phrase
exhibiting a certain parameter; these are dubbed as the p-expressions (Crisma et al.,
2020). The p-expressions that are deemed to exemplify a particular parameter to the
point that it signals a grammatical necessity are then included as part of the
Restricted List. Phrases and p-expressions in the Restricted List are used in the paper
to bring forth 94 parameters to use for language comparison (Crisma et al., 2020).

The largest piece of research using a syntactical approach is the ongoing
study by Ceolin et al. (2020). This study employs the 94 parameters previously set by
Crisma and others, applying them to 69 languages in Europe and Asia (Ceolin et al.,
2020). Once the positive, negative, and null values are identified in each parameter
for each language, languages are compared based on their values for each parameter.
In order to do this, all the values of one language are concatenated into one string,
and compared against the concatenated string of another language using a metric
string distance measure. Special attention must be paid to the fact that the string

distance measures here are different than a lexical approach. In a lexical approach,
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character-based measures were used to compare individual, corresponding words in
word lists between two languages, whereas in a syntactical approach string distance
measures are used to compare parameter values, arranged in a string form (a string
consisting of “+”’s, “0”’s, and “-”’s such as “+--+++-00++"). A section of the table of
values from this paper can be found in the Table 2 below, in order to serve as a visual
example to see how these values are mapped out against parameters on the left side

(Ceolin, 2021).

Table 2. Sample Parameters and Respective Values in PCM

Label Parameter Implication(s) Italian  Spanish French  Greek English  Turkish
FGM + grammaticalized morphology + + + + + +

FGA + grammaticalized agreement +FGM + + + + + +

FGK + grammaticalized Case +FGM + + + + + +

SPK + grammaticalized (ultra-)spatial Cases +FGK

FGP + grammaticalized person +FGM + + + + + +

FSP + semantic person -+FGP ] o 0 0 0 0
FGN + grammaticalized number +FGP + + + + + +

sCo + spread collective number +FGM, ~+FGN 0 0 0 0 0 0
GDP + grammaticalized distributive plurality +FGM, -+FGN 0 0 0 0 0 0
FSN + number spread to N +FGN + + + + + +

FNN +number on N +FSN + + - + + +

FGT + grammaticalized temporality

FGG + grammaticalized gender +FGN + + + +

FSG + sermnantic gender +FGN + + + + 4

CGB +unbounded sg N - - - - - 3

FPC + grammaticalized perception -

DGR + grammaticalized Specified Quantity -FPC, +FGN + + + + +

The particular string distance metric employed in the study by Ceolin et al.
(2020) is called a Jaccard distance metric. Jaccard distance metric is one which
counts the number of positive identities in relation to the total number of
corresponding value pairs between the two strings. For example, between two strings
“++--++4”and “+ - + + - +” the Jaccard distance would be 2/6, since the first and
last characters match. In pairs where at least one language has a null value for a
parameter, that null value and the corresponding value for the other language are

ignored for that parameter only.
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Challenges for syntactical approaches, beyond parameter setting, reside in
weighting. Initially, the researcher concedes an equal weighting between every
parameter; in the case of PCM for example, the parameter “Null Possessive with
Kinship Nouns” is deemed as equally important as a parameter that evaluates a
language having gender cases (Ceolin et al., 2020). Another question of weighting is
voiced in the paper: whether identities of parameter values should be equally
weighted as the differences (Ceolin et al., 2020). Put another way, the researchers
themselves wonder whether for a particular parameter a matching value pair between
language A and language B should be equal in weight to language C and language D
having different values in the same parameter. It could reasonably be posited that
identities imply a definite link between the syntactic structure of two languages,
while differences do not necessarily imply a relation between languages to the same
degree, and therefore should be valued less than the occurrence of an identity. For
some parameters that denote more idiosyncratic features, identities might be rarer to
come by, such as feature like vowel harmony. Therefore the existence of a rare
identity might be weighted more heavily. In addition, one could even consider giving
some weighing to null and non-null value pairs, as that could imply a certain kind of
difference as well.

One other previous approximation of linguistic distance has been the ease of
mutual intelligibility. In other words, studies aim to make conclusions about
linguistic distance between two languages L1 and L, based on how easy it is for
individual speakers of L; to learn and speak L, or vice-versa. Chiswick and Miller
combine a previous report by Hart-Gonzalez and Lindemann on language learning
and the Ethnologue Language Family Index published by Grimes and Grimes, to

bring together a scale of linguistic distance of languages from English (Chiswick &
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Miller, 2004). Their approach, in line with the nomenclature of the previous
approaches, could be called an educational or acquisitional approach. These
previous studies specifically follow the “ability of Americans to learn a variety of
languages in fixed periods of time” (Chiswick & Miller, 2004, p. 10). They apply
these observations to English proficiency levels of immigrants moving to United
States and Canada, and argue, based on empirical evidence, . . . that the greater the
distance between an immigrant’s origin language and English, the lower is the level
of the immigrant’s English language proficiency, when other relevant variables are
the same” (Chiswick & Miller, 2004, p. 10). While this paper is not comprehensive
enough to include other English-speaking countries such as United Kingdom, New
Zealand, and Australia, one could argue that even though the geographical
distribution of English speakers or the languages these speakers are most exposed to
outside of English vary, their importance in determining language acquisition is
auxiliary to the linguistic distance itself. Furthermore, the resultant linguistic distance
table is generally found wanting compared to those from other approaches. Chiswick
and Miller use a point scale, with the lowest point value at 1.00 for closest languages
and the highest value at 3.00 for the most distant. With the scale incrementing only
with discrete 0.25 value steps, the resultant table is highly limited in the way it can
map linguistic relations. For example, according to their table, English sits at an
equal distance from Turkish, Thai, Polish, Mongolian, Amharic, and Indonesian at
2.00 distance value (Chiswick & Miller, 2004). It is understandable that the discrete
point system is a consequence of the educational approach, as opposed to the other
methods which yield continuous scales. It would seem more reasonable that a

realistic linguistic distance scale would exhibit a continuous scale, since it is unlikely
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that languages would all be positioned at discrete distances away from each other,

especially as languages evolve over time.

2.2 Previous research into machine translation and quality

The other area of related research outside of linguistic distance is focused on
assessing machine translation quality. Since directly assessing machine translation
quality is a relative, qualitative task, various different approaches and proxies have
been used to determine it. Poibeau summarizes the issue as such: “It is clearly
difficult to evaluate the quality of a translation, since any evaluation involves some
degree of subjectivity and strongly depends on the needs and point of view of the
user.” (Poibeau, 2017, p. 130)

Before delving into assessing machine translation quality, it is important to
understand the principles by which machine translation works. Initially, machine
translation can be broken down to two broad structures, as rule-based machine
translation and data-driven machine translation. Rule-based approaches, as their
name suggests, generally employ a set of external rules, or an outside framework that
the machine translation tool adheres to when translating between two languages,
where software is provided with “ . . . a list of all the words in each of the source and
the target languages, along with rules on how they can combine to create well-
formed structures” (Kenny, 2022, p. 35). Perhaps the simplest structure under a rule-
based approach for machine translation is direct translation. In direct translation,
each word in the source language is translated to its mapped equivalent in the target
language, and therefore this approach resembles what is colloquially known as a
“word-for-word translation” (Hutchins, 2007, p. 4). A more complex approach than

direct translation is the transfer-based approach, where the source language is
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abstracted into some sort of intermediate representation which then gets applied to
the target language (Hutchins, 2007). A standard example of the transfer-based
approach is using parse trees that are common in linguistics and grammar. Transfer-
based approaches can produce better translations than direct approaches in general,
due to more sensitivity towards the grammar structure of languages, even though it
still largely depends on the intermediary representation used. Rule-based translation
approaches in general, and transfer-based approaches in specific require “. . . highly
skilled linguists to write the rules for each language pair . . . ” (Kenny, 2022, p. 35)
and suffers from the drawback that it is ““ . . . simply impossible in many cases to
anticipate all the knowledge necessary to make RBMT systems work as desired”
(Kenny, 2022, p. 35).

Data-driven machine translation is widely used instead of rule-based
approaches in the modern machine translation landscape, due to the cognitive issue
noted above and due to data-driven approaches generally offering lower costs and
greater flexibility. As opposed to rule-based approaches, data-driven approaches feed
on previously translated material from the source and target language to build their
own rules or method of translation. A commonly used data-driven structure is called
statistical machine translation (Kenny, 2022, p. 36). In statistical machine translation,
the tool makes an index of all the words and phrase structures it observes in its
training material, and calculates how often certain words and phrases seem to be
paired up together. Among several shortcomings of statistical machine translation, its
particularly poor performance in translating agglutinative languages is important to
note (Kenny, 2022, p. 37), considering that Turkish also is an agglutinative language.

In the past decade, more sophisticated tools have instead moved into neural

machine translation or a “deep learning” structure. These are node-based,
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hierarchical structures that allow software to “learn” from a presented set of data
(Poibeau, 2017, p. 122). Deep learning in machine translation context means creating
the hierarchical node structures, introducing to this structure some source material
and their translations in another language, and letting it develop a system of
translation based on this bilingual corpus. The larger the corpus represented, the
more accurate one can expect the deep learning structure to be when suggesting a
new translation. The advantage presented by neural networks is not having to devise
and code-up a system of translation manually, and instead letting the software
produce the weighing of operations performs on each node. Poibeau explains, “In the
case of machine translation, deep learning makes it possible to envision systems
where very few elements are specified manually, the idea being to let the system
infer by itself the best representation from the data” (Poibeau, 2017, p. 123). While
creating machine translation software is one challenging task, devising evaluation
systems of machine translation software is an entirely different, yet also encumbering
one. For lengthier studies with large swathes of data, researchers might prefer to
employ automatic evaluation models, as opposed to human evaluation. Papineni and
others present the BLEU method for cases where a quicker method of evaluation is
sought (Papineni, Roukos, Ward & Zhu, 2002). BLEU uses an approach where
candidate words for the translation of a particular word in the source text are selected
based on common occurrence of each candidate word in the context of the source
text. Another automatic evaluation framework is FEMT]I, a method that uses context-
based evaluation, where researchers need to map out complex structures and varieties
of potential contexts to evaluate machine translation outputs by (Hovy, King, &
Popescu-Belis, 2002). Automatic evaluation methods are best employed alongside

human evaluation, as the former offers convenience of use, the latter allows for more
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sophisticated evaluations. The most glaring drawback to a data-driven machine
translation approach is related to the existence, quality, and context of the data
presented to the software. Poor quality of presented corpora could result in poorer
performance in machine translation quality.

Assessing machine translation quality is notably difficult, requiring
quantifying a seemingly subjective, and by definition, a qualitative feature. Toral and
Guerberof-Arenas conducted a study on machine translation and creativity
(Guerberof-Arenas & Toral, 2020). Their research is relevant for the methodology
used in assessing the quality of translations through surveys. The two aims of their
study were: to explore how creativity in translation differs based on the output of
different translation modes (namely human translation, machine translation, and
post-edited machine translation), and how differences in creativity affect reader
experience. Despite desiring to assess creativity rather than quality, Guerberof-
Arenas and Toral’s methodology nevertheless provides one solution on how a study
might attempt to quantify an abstract concept. Guerberof-Arenas and Toral, with the
help of two professional reviewers, quantify acceptability of translation via the
number and type of errors present (Guerberof-Arenas & Toral, 2020). This error-
focused method of quality assessment is among the advised methods from Blatz et al.
as well (Blatz et al., 2004). However, the drawbacks of using few reviewers for
assessing acceptability are also recognized: “The analysis should be done by more
than one expert reviewer and it could be more exhaustive . . . ” (Guerberof-Arenas &
Toral, 2020, p. 23). Guerberof-Arenas and Toral ask their reviewers a series of
questions relating to translation quality, accuracy, and speed (Guerberof-Arenas &
Toral, 2020, p. 8). These questions are evaluated on a 7-point Likert scale by the

reviewers, thus quantifying the qualitative attributes of each translation. They assess
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the quality of the translation by referring to the amount and types of errors present in
the translation, as they relate to the “Acceptability” criterion they set under creativity.
For them, a creative translation must meet a standard of adequacy — an implied level
of quality (Guerberof-Arenas & Toral, 2020). The error types they refer to stem from
a standardized error typology framework named the “Dynamic Quality Framework-
Multidimensional Quality Metrics (DQF-MQM) Error Typology” (Lommel et al.,
2015). The specifics of this framework are explained in further detail under the
Methodology section.

Guerberof-Arenas and Toral’s approach in evaluating adequacy as part of
creativity, and doing so by asking translators to rate creativity in translation by using
a Likert scale, provides for a way for this thesis to assess the outcome of machine
translation quality as well. A questionnaire-based approach, broadly resembling that
of Guerberof-Arenas and Toral, with more focused questions relating directly to
error types and sub-types of the DQF-MQM Error Typology framework are
employed in this thesis.

A similar study employing the use of qualitative questions to assess
translation accuracy was done by Sahin and Duman (Sahin & Duman, 2013). In this
study, English and Russian chat logs’ machine translations are assessed on
intelligibility and accuracy, by using qualitative questions measured on Likert scales
to evaluate each quality. In another study evaluating machine translation quality
directly, one can turn to Sahin and Giirses, and their paper that analyzes machine
translation quality of passages from Charles Dickens by professional and amateur
translators. Similarly in this thesis, translators and other language professionals are
consulted as the evaluators/reviewers for analyzing the output of a variety of literary

texts (Sahin & Giirses, 2021). Besacier and Schwartz have also used a reader-survey
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method to evaluate quality on a machine translation output (Besacier & Schwartz,
2015). While their aim was to assess a post-edited machine translation output of a
particular literary text, the types of questions used as evaluation criteria provide

helpful a guide for qualitative questions in this thesis.
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CHAPTER 3

DETERMINING LINGUISTIC DISTANCE

3.1 Syntactic approach to linguistic similarity

The most recent and extensive work undertaken in regard to syntactic linguistic
distance is the development of the PCM framework (Ceolin et al., 2020). Despite
being a syntactic approach, the PCM paper acknowledges the value in lexical
approaches to linguistic distance. “Character-based algorithms, on the contrary, are
the closest automatic analog to the linguists’ consolidated procedure of
reconstructing all ancestral states (e.g., sounds and etymologies) and changes, and of
postulating taxa on this basis” (Ceolin et al., 2020, p. 5). One particular challenge of
using Swadesh lists for lexical relatedness arises from the fact that the words
considered are chosen particularly for their commonality and resistance to change. A
brief inspection of the words on the list would yield equivalents of pronouns “I”,
“you”, “we”, indicators “this”, “that”, question words “who”, “where”, “what”,
adjectives like “heavy”, “thick”, verbs like “to think”, “to cut”, “to fight”, body parts,
etc. Therefore, it follows that languages which show any similarity in these “basic”
words are the only ones belonging in the same language family. This is outlined
earlier as the dimensionality problem of lexical approaches. That is to say, Swadesh
list comparisons are able to draw relations within language families, while implying
that there can be no language relation between languages from different families.
Furthermore, as outlined earlier, lexical approaches rely heavily on the researcher’s
own knowledge and intuition regarding the etymologies of words in Swadesh lists,
and are thus prone to making errors. Other, more standardized approaches to lexical

comparison, such as letter-based comparison of words require extensive amount of
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text manipulation in order to compensate for the lack of alphabetical unity, especially
for languages in which Swadesh lists have not been transcribed into the International
Phonetic Alphabet (IPA) yet (Kessler, 2007). Further questions relating to word
selection, and whether selected words can be considered fundamental across all
languages render lexical approaches generally undesirable. Therefore, a syntactic
approach is preferred in the present thesis due to the problems of lexical approaches
and in order to keep the discussion more focused on the relationship of linguistic
distance and translation quality, as opposed to shifting the focus onto linguistic
distance.

Despite the breadth of the original PCM paper, more languages could be
introduced that would not only increase the scope, but also provide valuable
connections in relation to Turkish, such as Semitic languages. This saw the addition
of Standard Arabic and Hebrew in order to have a pair of Semitic languages
represented. The most recent syntactic data for these languages are taken from the
data repository attached to a subsequent study by the same team (Ceolin, 2021). The
same repository also was the source for the latest 94 parameters which are originally
drawn from Crisma to replicate the most recent version of the PCM study.

The distances based on the PCM values are calculated similar to the original
study, by applying a Jaccard string distance metric on the concatenated value strings
of languages. As explained in an earlier section, the Jaccard distance notes the
number of positive identities (in PCM, “+/+” value matches) on a string of characters,
in proportion to the possible pair matches of the string. Therefore, for the purposes of

syntactic comparison, Jaccard distance can be represented as:

# of positiveidentities (+/+)
# of dif ferences + # of positiveidentities

]accarddistance(d]) =1
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One possible alternative to Jaccard distance metric would be to consider
negative identities, a “~/-” value match between two languages in PCM. This
approach could also be considered a version of Hamming distance, and can be

represented for the present purposes as:

Hammingdistance(dy)

# of identities (+/+ or —/—)

=1-
# of dif ferences + # of identities (+/+ or —/—)

It seems that with Hamming distance, since a “-” value represents the absence of a
particular parameter in the speaker’s mind, counting a “-/-” value match within
language pair as an identity would be unnatural; as it would be equivalent in weight
to a “+/+” identity signaling the presence of said parameter in the speaker’s mind. It
could also skew potential similarities in an undesired way. It is desirable to have
languages be considered similar when their speakers positively exhibit certain
parameters, and not to be considered similar based on cognitive absences. The
Hamming distance is tested against Jaccard distance to confirm or deny these
intuitions.

Once a matrix is created based on the distance derived from each metric
across all parameters and languages, it is fed into a clustering algorithm in order to
generate language trees using dendrograms. The particular clustering method is
known as complete-linkage clustering (Serensen, 1948). Complete-linkage is an
agglomerative method for hierarchical clustering. It works by pairing two closest
clusters together to form a new cluster, and it differs from other forms of hierarchical
clustering methods by choosing the farthest distances to consider when establishing
distances for the newly formed cluster. Table 3 below illustrates this with an example
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from a hypothetical linguistic distance matrix alongside Figure 2, which shows what

the resultant tree dendrogram would be like.

Table 3. Complete-linkage Clustering Example

Base Distances

Step 1

Language

Language | Italian  Spanish Japanese Korean
Italian 0.55 0.50
Spanish 0.45 0.40
Japanese

Korean

Step 2

Language

Spanish

1t-Sp
Japanese
Korean

0.55 0.50

ltalian
Korean

Japanese
0.0 0.2 0.4

0.6

Figure 2. Complete-linkage clustering example: Sample tree

0.8

In the table above, the two closest languages — Italian and Spanish — are

connected to form a new Italian-Spanish cluster. The unique aspect of complete

linkage that sets it apart from other clustering algorithms is at determining the new

distance of the Italian-Spanish combined cluster in “Step 1”. Italian has a farther

distance to Japanese and Korean than Spanish; therefore the combined cluster takes

the distances from Italian. Once again in “Step 2” it can be seen that when Japanese

and Korean merge to create the Japanese-Korean cluster, the distance between two

combined clusters at 0.55 is taken from Japanese, since it was farther away than

Korean from the Italian-Spanish combined cluster. Complete-linkage produces

different trees than other clustering algorithms, because each combined cluster sits
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farther apart from each other, due to the “farthest distance” prioritization. This suits
well to analysis in linguistic distance since it is desirable to have clusters of
independent language families as far away from each other as possible when
producing a dendrogram. After all pairings are done, the tree-like structures that are
created are used to assess the quality of the linguistic distance method employed.
Tree structures that manage to exhibit language connections consistent with previous
knowledge of language families indicate a more preferable method of string distance

metric.

3.2 Linguistic distance results: Syntactic approach

Whilst reconstructing PCM for linguistic distance purposes, first it was tried to get
rid of the null values “0” in the PCM approach, following the recommendation made
by Marcolli (2016). By combing over, and reverse engineering the implications of
the original PCM value table, it was found that the implications of the original paper
are used in order to avoid excessive negative values when certain parameters are
related. A direct, and relatively simple example of this can be seen in Mandarin and
Cantonese, which lack (have negative values for) the parameter “FGM —
Grammaticalized Morphology”, meaning that these languages do not conjugate
semantic units (words/characters). Since these languages do not conjugate they, by
definition, do not conjugate semantic units based on number agreement, case, or
person. By extension this would mean Mandarin and Cantonese would have been

¢ 9

given negative “-” values for the parameters “FGA — Grammaticalized Agreement”,
“FGK — Grammaticalized Case” and “FGP — Grammaticalized Person”, due to

having a negative “-” value for “FGM — Grammaticalized Morphology”. While the

original paper recognizes this correlation, or “implication”, and replaces the implied
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negative values with null “0” values, the Marcolli recommendation would revert

(1321

these null “0” values into the negative “-” values indicating the parametric feature
not being cognitively present for the speaker (which is also identified by the Ceolin
paper as the “default value”) (Ceolin et al., 2020). In the following paragraphs and
figures, the original PCM approach, where the null “0” values are used, will be
referred to as PCM-0 and the “non-implied” trial with “-” values replacing null “0”
values will be referred to as PCM-1.

Separate trees can be obtained from evaluating PCM-0 and PCM-1 matrices
with a Jaccard distance (only positive identities are counted) and a Hamming
distance (both negative and positive identities are counted) metric. Four matrices are
obtained overall by these methods, named PCM-0J, PCM-0H, PCM-1J, and PCM-
1H, with the last letter corresponding to either the Jaccard or Hamming distance
metric.

Overall, matrices obtained from Hamming distance metrics immediately draw
attention, as it can be seen that the resultant heatmaps position languages much more
closely to each other. This is in line with the expectation that similarities would be
exaggerated in a Hamming distance method, as two languages would have a greater
number of identities when negative identities are also accounted for. This effect is
exaggerated in PCM-1H matrix where null identities, “0/0” value pairs, which were
previously unaccounted for, now become*-/-” negative identities. On the other hand,
as previously ignored “+/0” value pairs in PCM-1J become counted “+/-” differences,
the pairings that were previously “0/-” that become “-/-” identities do not count as
identities to offset this effect, since PCM-1J uses a Jaccard distance metric. Figure 3
below contrasts the four heatmaps (A larger, more readable version of these

heatmaps can be found in Appendix A). In the figure, blue hues represent languages
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that are closer to one another, while orange hues represent languages that are
comparatively more distant. Language families can somewhat be discerned,
especially in the Jaccard heatmaps. Blue conglomerations at the top-left represent the
IE language family, while blue groupings near the bottom-right represent the Turkic
language family. The extent of the Turkic grouping is a representation of the extent
the model incorporates Uralic languages into this group, visible in PCM-0J but less
so in PCM-1J. It can be easily seen that the Hamming distance heatmaps
significantly exacerbate the similarities between languages, producing heatmaps that
are blue throughout. Hamming distance heatmaps also reduce the total range of
distance values, making the differences between distances harder to discern. Due to
the exaggerated similarities arising from negative identities, the Hamming method
did not produce trees accurate enough to compete with those obtained from Jaccard

trees.
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PCM-0J Linguistic Distance Heatmap PCM-OH Linguistic Distance Heatmap

PCM-1J Linguistic Distance Heatmap PCM-1H Linguistic Distance Heatmap

Figure 3. Heatmap comparison of PCM-0J, PCM-0H, PCM-1J, and PCM-1H

Between the two trees obtained from Jaccard distance matrices, the PCM-0J
and PCM-1J, the PCM-1J trial showed slightly worse results on the resulting
clustered tree. The main difference was the PCM-0J tree’s ability to connect Hindi-
Marathi-Pashto grouping to the rest of the IE language family, representing the
necessary Indo-Aryan branch. The “non-implied” PCM-1J failed to achieve this
connection. It can be seen from the heatmaps that replacing the ambiguous value “0”
with the negative / default value “-” enhances the differences when using the Jaccard
distance metric for value string comparison. This is because while in PCM-0J a “0/+”

value pair between two languages would be ignored due to the presence of the null
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value, in PCM-1]J the same value pair becomes “-/+”, indicating a difference. At the
end, due to the failure of the PCM-1J tree to connect the Indo-Aryan branch into the
IE family in the clustered tree, and exaggerated differences due to newly arising “+/-”
differences from earlier “+/0” pairs, PCM-0J approach represented the selected

matrix for this thesis. The final PCM-0J tree is given in Appendix B.

The Ceolin paper talks about the limitations of their clustered language tree
by identifying the ambiguous placement of Malagasy near Uralic languages and
Basque dialects (Ceolin et al., 2020, p. 9). In PCM-0J, while Basque dialects are
properly at the outer branches of the entire tree, Malagasy still remains near the
Finnish-Estonian pair. A particular misplacement can be observed in the outer
connection of the Semitic language pair into the IE family, paired closely with the
Celtic language pair. These imperfections of the PCM-0J tree yield room for
improvements in the syntactic approach by bettering language inclusion, parameter

modification, or both.

3.3 Significance testing: Syntactic
The goal of significance testing in the syntactic approach is to establish that the
results obtained from the approach are significantly different from a random
approach. While certain insights into linguistic relatedness that the matrices above
present adhere to previous research on language families, it certainly would not be
enough to rely on this intuition alone for the integrity of the research. Thus, these
matrices also require a degree of significance testing to support their claimed
accuracy.

For significance testing of a syntactic approach, the researcher ought to show

that the parametrically corresponding value matches are not chance resemblances,
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and actually signify a linguistic connection between the languages. In this regard,
when Language A is compared against Language B, each parameter’s value for
Language A is compared to a random parameter value on the list of Language B, as
opposed to the corresponding value. These random matches are done between all
language pairs, and the resulting random table is compared against the matrix where
values are matched parametrically.

Practically speaking, this means that instead of matching the values with each
other for a Jaccard metric, the value for a random parameter is chosen instead for
comparison. For example, when comparing two languages on the parameter FSN —
“Number spread to N”, instead of taking the value for FSN for both languages, the
value for a random parameter for L1 is compared against the value of FSN for L..

This random value comparison is done for every parameter in the list, for 500
iterations. Using a 99% confidence level, the number of instances where the random
matching of the syntactic parameters outperforms the benchmark should be limited to
five at most.

One issue does come up in this random matching, considering the distances
between the most distant languages. In particular Mandarin, Cantonese, Japanese,
and Korean have a distance of roughly around 0.75-0.80 from a majority of the other
languages. For these languages, even in 50 iterations, it was possible to see the
random matching outperform the benchmark in more than 30 iterations. However,
this does not necessarily mean the benchmark distance of these languages is faulty.
Consider the distribution of the values of the parameters. If two languages L1 and L»
exhibit parameters in a mutually exclusive manner, then random matching is certain
to outperform the expected distance between these two languages. This means that

the random matches outperform the benchmark for Mandarin, Cantonese, Japanese,
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and Korean, simply due to the fact that these languages more exclusively exhibit
parameters compared to other languages. In other words, often when languages
necessarily display a parameter, these four languages do not, and vice versa.

In order to account for this, the outperformances were limited to the cases
where the benchmark distance was less than 0.50, inclusive. Most relevant to the
present thesis is whether there were any outliers in Turkish. Some languages crossed
the five iteration threshold for outperforming the structured PCM-0J in a randomized
matching in Turkish, and are considered outliers. Notably these pairs include
Turkish-Dutch, Turkish-Romanian, Turkish-Japanese, Turkish-Finnish, and Turkish-
Estonian among others at 9/500 iterations, 5/500 iterations, 15/500 iterations, 20/500
iterations, and 14/100 iterations respectively.

The existence of outliers from Finnic languages (Finnish, Estonian, Mari) is
notable considering the historically controversial relationship between Turkic-Finnic
languages. Despite a 99% confidence level being relatively strict, it nevertheless
signals that PCM’s current parameter selection could be improved to better capture
the relationship between Turkic-Finnic languages. The same effect can also be
observed in yet another controversial language pair, Turkish-Japanese. Since Finnic
languages and Japanese do not pass the significance testing when paired with
Turkish, among the others mentioned above, they were omitted from the qualitative
study.

Once the qualitative consideration of the PCM-0J tree is supported by the
statistical confidence in the underlying model, the final ordered language list can be
created. The language list based on linguistic distance from Turkish can be found in
Appendix C, and the general linguistic distance matrix of PCM-0J can be found in

Appendix D.
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CHAPTER 4

METHODOLOGY

4.1 Dependent and independent variables
The question posed by this thesis is “How does neural machine translation quality
change based on the linguistic distance between the source and target languages?” In
order to quantify machine translation quality, it is represented by a dependent
variable hereinafter referred to as Translation Quality (TQ). TQ score is based on the
evaluation of translators and language professionals — hereinafter also referred to as
“participants” — give to the presented text. In desiring to structure this evaluation,
guiding questions were created which indicate to the participants how to evaluate a
machine translated piece of text. These questions are formed to correspond to a high-
level error type described in the DQF-MQM Error Typology framework (Lommel et
al., 2015) and are scored on a 7-point Likert scale, inspired by the creativity
assessment questions from Guerberof-Arenas and Toral (Guerberof-Arenas & Toral,
2020). The DQF-MQM Error Typology was developed as part of the project Quality
Translation 21 (QT21), which is a machine translation project funded by the EU’s
Horizon 2020 research and innovation program (Lommel et al., 2015). Itis a
framework that standardizes translation error types and sub-types with definitions
and examples, and according to Guerberof-Arenas and Toral, . . . unifies evaluation
practices from academia and industry” (Guerberof-Arenas & Toral, 2020, p. 11). The
relevant error types and their sub-types are given in Appendix E.

The questions as they are asked in Turkish and their English translations are

given in Appendix F. For example, the second question (Q2) asked in the survey is:
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Q2: Ceviri metinde, kaynak metindeki icerik ile kiyasla eklentiler veya
eksiklikler var m1? (1: Hig, 7: Fazlastyla)
Q2: Are there additions or omissions in the translated text compared to the

source text? (1: None, 7: Abundantly)

This question directly corresponds to error sub-types 1.11 “Additions” and 1.12
“Omissions” of the DQF-MQM framework. Not all high-level error types and their
subcategories are represented in the questions of this thesis, mainly due to a
dispreference towards extending participants’ workload. The likelihood of getting
cooperation and willingness to join from participants drop significantly in proportion
to the length of the study, which puts limitations on both the number and types of
questions asked, as well as the length of the texts themselves. Furthermore, it is
unclear whether a researcher ought to weigh all error types equally. Whether or not
error type 4.41 “Awkward Style” has the same significance as 2.23 “Fluency —
Grammar” for the text is largely left to the deliberation of the researcher. Thus, the
error types inquired in this thesis are subjectively restricted to: Error sub-types 1.11-
1.12 in Question 1, sub-type 1.13 in Question 2, sub-type 1.14-1.15 in Question 3,
type 2 in Question 4, type 4 in Question 5, and type 3 in Question 6 — see Appendix
E. Questions exploring high-level error types 2, 3, and 4 are deliberately phrased
broadly in order to best accommodate the respective error subcategories. The
questions, corresponding error types, and their measured values are summarized in

Table 4 below.
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Table 4. Survey Questions and Corresponding Error Types

Question Asked

Error Type

Explanation

Ceviri metinde, kaynak metindeld igerik ile kivasla eklentiler veya eksikdikler var mu?

(1: Hig, 7: Fazlastyla)

Q1) Are there additions or omissions in the translated text compared to the source text?
(1: None, 7: Abundantly)

1.11,1.12

Whether content is added to
or removed from the target
fext.

Ceviri metinde, yanhs geviri olarak tanmmlayabileceginiz ceviriler var mu?
(1: Hig, 7: Fazlastyla)

Q2) Are there mistranslations in the translated text?

(1: None, 7: Abundantly)

Whether the target content
is the same as the source

1.13 content.
Ceviri metinde, uvgun olmadigim gdrdiiginiiz anlam kaymalan var om?
(1: Hig, 7: Fazlastyla) .
Whethes 3 t text is
Q3) In the source text, are there semantic shifts that you deem to be inappropriate? Whether the targe.t fext 13
(1- None, 7- Abundantly) more or less specific than
o P Y. 1.14,1.15 |the source text.
Ceviri metin, kaynak metin kadar akica bir gekilde okunabilivor mu? Ceviri metnin
anlagilabilirlifi kaynak metin kadar mu?
(1: Kaynak metin ile aym, 7: Kaynak metinden ¢ok farkl)
Q4) Can the translated text be read as fluently as the source text? Is the understandability Whether th fqrm of the
of the translated text equal to that of the source text? target text is similar to that
(1: Same as the source text, 7: Very different from the source text) of the source fext,
2 irrespective of the content.
Ceviri metinde gramer veya dil anlatim bozukluklan var nu?
(1: Hig, 7: Fazlastyla)
Whethes 3 .t tes 3
Q5) Are there grammatical errors in the translated text? :&iilzrpieblt:f:::;t has
(1- None, 7- Abundantly) 4 grammar style or register.
Ceviri metinde kullamlan terimlerde ve jargonda uygunsuzluk veya hata var mu?
(1: Hig, 7: Fazlastyla)
g:iﬂAre there inappropriate or incorrect uses of certain terms or jargon in the translated Whether the target text has
- ) issues with terminology.
UERGTS, 2 AImimiy) 3 jargon, or idiomatic use.
Ceviri metnin bir biitiin olarak kalitesi ve isabetlilifini nasil degerlendirirsiniz?
(1: Gok iyi. 7: Cok kdta)
(;Ql]_")vHow wotﬂd??rz}l ev;lau;te the overall quality and accuracy of the translated text? The overall quality and
VG ek N/A accuracy of the translation.

The final question on the list asks the participants to rate the overall quality

(TQ) of the text to the best of their ability, which was compared against the

composite evaluation arising from the responses to the previous questions. The

dependent variable of machine translation quality, quantified and obtained in this

manner, was then measured against the independent variable of linguistic distance.
The independent variable of the thesis is the linguistic distance between

languages of the source text (L1) and target text (L2). Linguistic distance can be

varied by changing the language of the translated text while the source language

stays the same.
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4.2 Source language selection

For a standardized scale of linguistic distance, it is most germane to use a single
source language for all language pairs involved in the study. In principle, the
particular language chosen as the source language does not matter, as long as the
scope of selected language pairs offers a wide range of similarities and dissimilarities
when converted into numerical data. In other words, when selecting a source
language, it is important to make sure to have representation of target languages that
are known to be related to the source, as well as target languages that are known to
not be related.

The selection of Turkish offers a unique and apt selection of target languages.
It belongs to a well-defined primary language family— the Turkic language family. It
also remains outside of the large IE language family, allowing for a wide array of
potentially linguistically distant languages. In addition, Turkish also enjoys common
vocabulary with regional languages it does not otherwise share linguistic relationship
with, such as Arabic and Persian.

As mentioned previously, it is critical for the researcher to avoid committing
lexical mistakes arising from working with languages they are unfamiliar with. In
line with this, Turkish also presents itself under a unique light, being the language
that the present researcher is most familiar with, and their native tongue. It is with
this familiarity that the mishaps of previous literature can be identified, which is

especially worthwhile for a language that is less attentively studied than IE languages.
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4.3 Text types and text generation

Alongside language selection, there were a number of other factors that needed to be
controlled for in this thesis. Translation quality could have a propensity to vary
depending on the type of text being translated. One could expect that more abstract,
literary texts are more prone to machine translation errors. One of the reasons for this
could be the prevalence of technical terms in various languages. Terms which are
specific to certain fields, such as law, medicine, or even some scientific terms, can
show similarities that allow machine learning algorithms to easily replicate its
performance in one language pair in another when translating technical texts. One of
the implications from Sahin and Giirses’s research was that machine translation
could be more suitable for certain types of texts, and they questioned whether their
singular choice of Charles Dickens could be a contributing factor to their results
(Sahin and Giirses, 2021). This reasoning makes intuitive sense: suppose a text
employs heavy use of figures of speech, it could be the case that neural machine
translation produces a more literal, and thereby a less desirable, result. On the other
hand, if the textual material is already translated and is part of the machine learning
training set of the translation engine, then it could be expected that the machine
translation output would be identical to human translation. Regardless of which of
these cases is true, it remains possible that the text chosen has an impact on the
machine translation output. In order to control for this, the ideal choice would be to
use a variety of text types. These texts would encompass different genres, authors,
periods and length in order to account for the various qualities of a text. However,
one has to recognize the practical drawbacks of this ambitious attempt. Realistically,

participants partaking in this thesis might not desire to comb through numerous texts
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sifted through a variety of translation engines, resulting in an hours-long work of
quality assurance. Therefore, an alternative way of text selection is required.

Another quality desired in the texts to be translated is having them be
previously un-translated. This is needed to avoid any instances where one of the texts
happen to be a part of the training set of one of the machine translation tools,
resulting in an unexpectedly high quality translation. The most direct way to ensure
that texts are un-translated is to present original texts to the neural machine
translation tools. This way, the content of the texts can also be controlled, and
different text types can be represented. It also provides another opportunity for this
particular thesis. Using syntactic parameters to create linguistic distance matrices
also allows the use of syntactic parameters in text origination. It is appropriate to try
to exhibit phrases in the translated texts which correspond to the syntactic parameters
in PCM-0J, since the syntactic parameters are also determined by phrases in each
language that exclusively portray the parameter in question —the aforementioned p-
expressions (Crisma et al., 2020). Even though the exact p-expressions in Crisma’s
Restricted List (Crisma et al., 2020) are not publicly available, one can still work
backwards from the parameters and form sentences that display the desired
parameter. An example of this type of text origination is given in Table 5 below,

representing the first text (T1) of this thesis:

41



Table 5. Sample Text Origination and Parameters Involved

Text 1 Legend
Kendisini sevmeseler de onlarin arasina e grammaticalized morphology
katilmak istiyordu Elif. O tist mahalle e grammaticalized gender

cocuklart diinyaya bagka bir gozle

bakiyorlardi sanki. Onun yeri ise yokusun e grammaticalized agreement
asagisindaki alt mahalledeydi. Elif grammaticalized number
aralarindaki yakinliga imrenmisti en gok. e number spread to N

I Alt mahallede

o adjectival possessives

yakinlik, ihtiyagtan dogan bir seydi.

Here it is important to elaborate Crisma’s frequent use of “grammaticalized”
as an adjective for parameters, relating specifically to its corresponding phrase being
included in the Restricted List. “Grammaticalized” means that the feature in question
necessarily places a grammatical constraint on possible phrases in the language
(Crisma et al., 2020). In the sample text in Table 5 above, the first parameter
“grammaticalized morphology” would refer to a language necessarily having to
modify nouns in order to express morphological qualities — such as by conjugating.
A language like Mandarin Chinese would not be regarded as having
“grammaticalized morphology”, as it does not conjugate nouns and does not
necessarily express morphology. The burden of a feature being “grammaticalized”,
and therefore receiving a positive “+” value in syntactic comparison, is on the

necessity of its expression.
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When determining which parameters to include p-expressions for, some
filtering needed to be done on Crisma’s parameters list. As it stood, 94 parameters
were infeasible to be included in separate p-expressions within short texts of a
paragraph each. This would most likely require either longer texts, or a larger amount
of shorter texts, both of which creates a higher burden on the participants and reduces
willingness to participate. Thus, a narrower selection of parameters is required.

Filtering the parameters was done on the principle that the most “competitive”
parameters would be chosen. In other words, parameters that show the largest
amount of divergence within PCM would be selected. This way, the most delineation
of languages by using the least amount of parameters could be achieved, thereby
making it possible to fit these parameters into short texts. Parameters that had no
language with a “-” value, such as “FGN — Grammaticalized Number” (referring to a
grammatical necessity to express the number modifier of the noun — for example,
pluralization), no language with a “+” value, such as “FPC — Grammaticalized
Perception” (referring to a grammatically necessary constraint to express perception),
or with an overwhelming amount of implications with “0” value “FGC —
Grammaticalized Classifier” (referring to a grammatically necessary constraint to
include a classifier word, such as measure words in Chinese) are ignored. Optimal
parameters are ones similar to “FGG — Grammaticalized Gender” (41 “+” values and
24 “-” values, referring to a grammatically necessary constraint to express gender of
nouns, absent in genderless languages like Turkish) or “ARR — Free Reduced
Relatives” (38 “+” values and 31 “-” values, referring to free positioning of relative
clauses). Some fundamental parameters like “FSN — Number Spread to N”” (number

of a sentence being expressed on a noun phrase) or “FGP — Grammaticalized Person”
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(constraint of expressing person noun or noun modifier) are represented mainly due
to them necessarily appearing in comprehensible texts.

The four texts prepared for this thesis (T, T2, Ts, Ta), are given in Appendix
G, alongside a sample English translation. They are marked with which syntactic

parameters are denoted by which fragment or p-expression.

4.4 Machine translation tools

Machine translation tools needed to be controlled for as well, in order to be able to
deduce more general conclusions about neural machine translation as a whole, as
opposed to one particular piece of translation software. In order to achieve this,
source texts were translated using different machine translation tools. Each
participant acquired various text excerpts in paragraph form, from different genres of
text, each ran through different machine translation software, which participants
remained blind to. The four translation tools chosen for this thesis were Google
Translate, Yandex Translate, LibreTranslate, and Windows Translator, respectively
as MT1, MT,, MTs, and MTa. Translations of the prepared texts were obtained in
April 2022, using the most recently available, public version of each tool.

The selected machine translation tools all employ neural networks in some
capacity. Google Translate had used a popular “Long short-term memory” (LSTM)
neural network with 8 layers of nodes (Wu, Schuster, Chen, Le & Norouzi, 2016) up
until 2020. LSTM is one particular construction of a neural network that has forward
flow of information as well as feedback, or a backwards flow (Hochreiter &
Schmidhuber, 1997). Since 2020, Google now uses a proprietary neural network
model dubbed as “Transformer” (Vaswani et al., 2017). Transformer is a different

network architecture that uses a metric called “attention” to provide the context for
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each of the semantic units in a given source text (Vaswani et al., 2017). Suggested
translations in the target language are then made not based on a single vector value
derived from the source word, but a matrix of values derived from all of the other
words in the source text, weighted by their relevance (or “attention’) to the particular
semantic unit being translated at each step. Google’s own documentation of their
translation performance is highly relevant for the present thesis as well. In one blog
post, Google mentions one potential performance-impacting mechanism outside of
linguistic distance:
Nevertheless, state-of-the-art systems lag significantly behind human
performance in all but the most specific translation tasks. And while the
research community has developed technigues that are successful for high-
resource languages like Spanish and German, for which there exist copious
amounts of training data, performance on low-resource languages, like
Yoruba or Malayalam, still leaves much to be desired. (Caswell & Liang,
2020, para. 1)
The software engineers from the quote above also highlight the lacking quality of
even the latest machine translation software in performance compared to human
translation. They focus on the quality of machine translation in regard to resource
availability, referring to amount of translated material available in both the target and
source languages, and do not mention possible inference of linguistic distance.
Yandex Translate operates on a hybrid model of both a neural network and a
statistical machine translation model. Statistical machine translation is another
process that feeds on previously translated material from two languages. In this case,
instead of letting the software “learn” on its own and imprint its sub-processes on
layers of nodes, statistical machine translation has a more rigid mode of operation.
The software makes an index of all the words and phrase structures it observes in its

training material, and calculates how often certain words and phrases seem to be

paired up together. When a new, full text is presented, the algorithm devises
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numerous potential translations and selects the best one on a statistical, probabilistic
model (Yandex). In each translation case, Yandex Translate mentions that they use
an open-source algorithm called CatBoost to select which method’s translation is
preferable, statistical model or neural network.

Microsoft Translator also operates on a neural network, although they do
offer the choice to translate based on an older statistical translation model as well.
Microsoft shares that they employ an LSTM structure similar to that of Google
Translate up to 2020 (Microsoft). In their case, their neural network assigns values to
each word on a 500-dimension vector space, based on the word’s semantic and
lexical qualities (Microsoft). As it is described on their page, “[these layers] could
encode simple concepts like gender (feminine, masculine, neutral), politeness level
(slang, casual, written, formal, etc.), type of word (verb, noun, etc.), but also any
other non-obvious characteristics as derived from the training data” (Microsoft, para.
22). Each vectored representation of the word is then passed onto a second layer
which encodes the data further into a 1000-dimension vector space. The process is
then repeated for fine tuning. Alongside an attention layer that sequences which
words are to be translated, and a decoder layer that produces a translation from the
vector space representation, the Microsoft algorithm can be said to employ a 4
layered structure.

The pieces of translation software above were picked due to their widespread
use. Being supported by large technological companies, it can safely be assumed that
these tools provide some of the most current machine translation technologies. An
evaluation of translation performance by employing these tools ensures that the
thesis is relevant to the contemporary machine translation industry. Other machine

translation software offered by smaller enterprises might even actually be using

46



programs — APIs — that directly send the requested translation through the servers of
the tools above. Despite all these, one more piece of translation software was used,
particularly because of the proprietary nature of these powerful tools. Unique and
more importantly open-source software would provide for more opportunities to
discuss the internal working process of neural networks should its performance be an
outlier. For this purpose, LibreTranslate was chosen, a web interface tool of Argos
Translate software. Argos Translate is dependent on a tool called Stanza for sentence
detection, and uses a Python-based, open-source piece of machine translation
software called OpenNMT (Klein, Kim, Deng, Senellart & Rush, 2017). Argos
Translate works on a sentence level, and breaks down sentences into “tokens” in a
process dubbed “tokenization” (Argos Open Technologies). Tokens might be a word
itself or a part of a word. The tokens within a sentence are sequenced and translated
using a pre-trained model of the “CTranslate2” process under OpenNMT (Argos
Open Technologies).

For most these tools above, while it has been argued that an intermediary
language such as English could have been used especially with older neural models
(Benjamin, 2019), and could still be used when training newer tools, there is no
official, public disclosure on whether intermediary languages are used when
translating between Turkish and other particular languages. The exception to this is
LibreTranslate, where it can be seen that Turkish-English direct translation is
supported in its open-source documentation, but all other translations that include
Turkish as one leg use English as an intermediary language in between (Argos Open
Technologies, 2020).

Evaluating the machine translation outputs would indicate the relative

strengths of the neural networks used by each translation engine. LibreTranslate’s
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reliance on sentence based translation could also result in comprehension issues on a
paragraph level, or its reliance on English as an intermediary language in translations
involving Turkish might be causing issues in quality. When the results from the
participants’ evaluation are collated against the linguistic distance based on the
source language (L1 = Turkish), attention was paid to how participants’ scores shift
between languages. Scoring worse on the results could implicate a particular piece of
software as underperforming, a particular text type as difficult, or a particular
participant as unreliable. Linguistic distance can only be said to affect machine
translation quality when scores are consistent despite these, or in other words, when

these variables are controlled.

4.5 Participants

Finally, the assessing participants needed to be controlled for. While it would
perhaps seem ideal to include both translations from Lito L, as well as from Lxto Ly,
and therefore translators from both languages evaluating each output, it would give
rise to two significant issues. First issue is the operational scope of the research
becoming excessively broad. There are 58 languages present in PCM-0J, and to try to
include a group of translators for each of these groups would increase the participant
count beyond what can be feasibly conducted. The second issue arises from the
inherent differences between the translators themselves. It is not possible to control
for attributes such as attitude towards translation, or expectations from machine
translations, when the groups of translators assessing these translations are unique
human beings. The only way to control these attributes is to have the same group of
translators assess outputs in each language, and such levels of polyglotism in

translators is unfortunately absent in the status quo. These limits precluded the study
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from being conducted in both ways, from Ly to L2 and from L2 to Li. Therefore, for
practicality, translations of only one way — from Ly to L, — were considered in this
thesis, and the individual qualities of participants were checked by having a plurality
of participants for each language pair. Language pairs used in this thesis were

determined by the language distance list presented in Appendix C.

4.6 Qualitative survey

The final list of linguistic distance was broken down into six tiers with increasing
language dissimilarity to Turkish, the source language. When constructing these tiers,
special attention was also paid to the ease of finding potential survey participants.
These tiers and the languages in each tier are represented below, listed in order from

closest to farthest, in Table 6:

Table 6. Ordered Tiers of Language Pairs Based on Increasing Linguistic Distance
to Turkish

Tier1 [Turkish Kazakh Tier 4 [Turkish Italian
Kyrgyz Portuguese
Uzbek English

Arabic

Tier 2 [Turkish Spanish Tier 5 [Turkish German
Greek French

Tier 3 [Turkish Russian Tier 6 [Turkish Mandarin
Polish Korean

Two to four participants were found for each tier, with a median and mean
participant count of three, for a total of 21 participants. When selecting the
participants, it was sought that each participant would be someone that can prove

their proficiency in their respective language. Keeping with this theme, most of the
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participants were working or have worked as professional translators, or were
advanced students of Translation Studies. The select remaining few had
demonstrated their language proficiency, for example via a language proficiency test
(B2 equivalent or above). A multiplicity of the participants was needed to control for
the biases of any one particular participant.

Unique packages for each language were constructed in which the four texts
given in Appendix G were translated into the language of the respective package by
the machine translation tools mentioned in section 4.4. The names of the translation
tools were hidden as to alleviate any preconceived notion in regard to the quality of a
particular translation engine that the participants might have. The constructed
packages were then distributed to each participant, who completed their evaluations
on their own means. In these packages, they would find the questions from Appendix
F to evaluate. A sample from the Turkish-English package for one text can be found
in Appendix H.

The average return time of each package was a little over a week, skewed by
a couple of participants that had taken upwards of a month to complete their package.
The texts being previously untranslated meant that the participants could not have
taken outside assistance by consulting to any other readily available translation.

Challenges surfaced especially on the discovery and selection of participants.
It proved to be a challenge to find qualified participants in some languages, which
was the main reason why not every language in the tier list was represented in the
study. Out of the languages that were represented, Turkish-Mandarin Chinese,
Turkish-Uzbek, and Turkish-Kazakh were the most difficult to find qualified

participants for. While it is relatively common to find speakers of both Turkish and
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other Turkic languages (Uzbek and Kazakh), few of these speakers had reputable
proof of their language proficiency.

The vast majority of the participants were found from university bodies,
current masters’ students, alumni, or teaching staff. The remaining few were
professional contacts who worked as translators for their respective languages. The
full list of anonymous participants and their scoring for each output can be found in
Appendix I.

Once all the data was congregated from every participant, the dataset was
inspected closely by using statistical analyses. Descriptive statistics — simple
attributes of the numerical dataset such as mean, median, range, percentiles, and so
on — can provide valuable, yet concise information about the values, their spread, and
occurrence frequency in this numerical dataset.

Another, more sophisticated statistical analysis is the use of multivariate
linear regressions. A regressive analysis aims to fit a linear expression to a numerical
dataset. Using multiple variables when calculating the regression allows the
observation of the effect of one particular variable when every other variable is held
constant, isolating that one variable’s effect. Regressive models are used in statistics
for data modeling, and data prediction. A linear expression, if fitting well to the data,
allows the researcher to input new values into independent variables and calculate
what the result would be for the dependent variable. In the present thesis, it allows
the calculation of TQ for custom values of linguistic distance, when keeping other
variables such as text type or machine translation tool type constant.

How is it determined whether a linear expression is a good fit for the given
numerical dataset? For this, it is important to turn to a value produced from each

regression, named the R-squared (R?). Put simply, R? is the correlation between the
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values of the dataset, and the dependent variable values that are derived from the
model for the same independent variable values (Devore, 2011). Higher R? values
mean the linear model fits the given dataset better.

While R? is a value that measures the overall fit of a particular regression, the
significance of an individual variable, such as linguistic distance is determined by its
p-value (or the corresponding t-stat). Only variables with p-values less than 0.05
(corresponding to a 95% confidence level), and equivalent t-stats above 2.00 would

signal a statistically significant effect of the respective variable.

52



CHAPTER 5
ASSESSING MACHINE TRANSLATION QUALITY

BY EXPERIMENTATION

5.1 Descriptive statistics

In order to establish an overview of the responses from the participants, a look at the
descriptive statistics of each question is warranted at first. Slight deviance can be
seen for Question 1 which asks about additions or omissions, corresponding to the
error sub-types 1.11 and 1.12. Compared to other questions, results of Question 1
have a lower mean than others — 2.72 against roughly 3.5 — a lower median of 2
against 3 in others, and a lower mode of 1 against 2 in others. The lower and
therefore better scoring of Question 1 implies that translation software might not
make as many addition or omission errors as other error types. It is worthy to note
the performance of Question 4 in these statistics. Question 4 broadly corresponds to
the error type 4 “Style” in the error framework, and observing its mean and variance
being close to every other error type was noteworthy. This denotes that at first glance,
neural machine translation is not more or less likely to make stylistic errors than any
other type. Question 7, which asks about TQ scores, observes the highest mean and
median, implying that users tend to regard the translation quality worse than any one
particular error type. This makes intuitive sense, as one would expect translations
that have errors in different categories would score worse in aggregate than any one
of those categories on their own. Standard deviations and variances of each question
remain similar to each other. Further, more detailed descriptive statistics can be seen

in Table 7 (a more readable version of the table is given in Appendix J).
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Table 7. Descriptive Statistics of Survey Results

Question 1 Question 2 Question 3 Question 4 Question 5 Question b Question 7

Error Types 1.11-1.12 Error Type 1.13 Error Types 1.14-1.15 Error Type 2 Error Type 4 Error Type 3 Overall Quality
"Additions" and "Mistranslations” "Over-translation” and  |"Fluency" "Style" "Terminology"

"Omissions” "Under-translation”

Mean 2.721|Mean 3.423|Mean 3.503|Mean 3.548(Mean 3.287|Mean 3.119|Mean 3.837
Standard Error 0.100|Standard Error 0.104(Standard Error 0.102|Standard Error 0.105(Standard Error 0.106|Standard Error 0.105|Standard Error 0.108
Median 2|Median 3[Median 3|Median 3[Median 3|Median 3|Median 4
Mode 1|Mode 2[Mode 2|Mode 2(Mode 2|Mode 2|Mode 2
5t. Dev 1.759|5t. Dev 1.845|5t. Dev 1.789|5t. Dev 1.853|5t. Dev 1.869|5t. Dev 1.846|5t. Dev 1.910
Variance 3.096|Variance 3.402(Variance 3.202|Variance 3.432|Variance 3.493|Variance 3.408|Variance 3.648
Kurtosis -0.381|Kurtosis -0.874|Kurtosis -0.825|Kurtosis -1.027|Kurtosis -0.960|Kurtosis -0.797 |Kurtosis -1.153
Skewness 0.809|Skewness 0.465[Skewness 0.394|Skewness 0.292[Skewness 0.442 |Skewness 0.583|Skewness 0.230
Range 6|Range 6|Range 6|Range 6|Range 6|Range 6|Range 6
Minimum 1|Minimum 1|Minimum 1|Minimum 1|Minimum 1|Minimum 1|Minimum 1
Maximum 7|Maximum 7|Maximum 7|Maximum 7|Maximum 7|Maximum 7|Maximum 7
Sum 849(Sum 1068|Sum 1086|Sum 1107|Sum 1019|Sum 970(Sum 1197
Count 312|Count 312|Count 310|Count 312|Count 310|Count 311|Count 312
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The various text types are compared to one another in how they have scored, given in

Figure 4. All text types have scored within one point of each other in every question.

Text Type vs Average Evaluation

4.5000

4.0000

3.5000 -

3.0000 -

2.5000

Average ——1
Evaluation 2.0000 5
1.5000 3
1.0000 4
0.5000
0.0000
1 2 3 4 5 6 7

Question Number

Figure 4. Average evaluation of the four different text types

It seems that Text 2 is the one that scores the highest on the questions as an
average of all the machine translation software, suggesting its translations are of the
poorest quality (1 being the best score and 7 being the worst score across all
questions for the survey). On the other hand, Text 3 seems to score the lowest,
initially suggesting that the highly technical, financial text was more easily translated
by the software.

Figures 5 and 6 demonstrate in two ways how different machine translation
software perform, holding the text type constant. Both of the figures below can be

used to compare the performance of machine translation tools.
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Average Evaluation per MT Tool
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Figure 5. Average evaluation per MT tool

Average Evaluation per MT Tool (per Text Type)
7
6
5°
g .l /’ "f‘ / A\\ IA‘ ." —— Avg of Question 1
E « \ /) / / = Avg of Question 2
%’ 7 /{/,‘ \\V;""(;//‘\\\}—"/A\\L\,‘ —— Avg of Question 3
Avg of Question 5
1 = Avg of Question 6
Avg of Question 7
0
1 23 4 1|2 3 4 1 2 |3 4 |1 2 3 4
1 2 3 4
MT Tool

Figure 6. Average evaluation per MT, per text type
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While Figure 5 only takes the broad average of machine translation tool
performances, Figure 6 divides the tools for each Text Type, in order to see if the
performances are consistent across all texts. In both of these graphs, MTs
(LibreTranslate) stands out as the highest scoring, compared to all other software,
average of all questions. In other words, Google Translate can be seen as performing
marginally better than Yandex Translate and Windows Translator, while
LibreTranslate is the worst performing of the cohort. Poor performance by
LibreTranslate can be attributed to previous intuitions related to the use of English as
an intermediary language, or use of sentence-based translation structure.

The below illustrations on Figures 7 and 8 show an initial look at the
relationship between linguistic distance and the evaluations of questions. With the
exception of Question 1, all the other questions seem to follow a trend. Small
variances in the less distant languages — below a distance of 0.60 — yield themselves
into an increasing, and thereby worsening, evaluations as the languages get more
distant above a distance of 0.60. Figure 8 removes the evaluations of Question 1 in

order to better illustrate this trend among other questions.
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Average Evaluation vs Linguistic Distance
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Figure 7. Average evaluation against linguistic distance: All questions

Average Evaluation vs Linguistic Distance
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Figure 8. Average evaluation against linguistic distance: Question 1 exempted
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This trend relates directly to this thesis’s main question. It suggests that,
while the existence of additions and omissions in translation might be distributed
differently, other error types — as well as overall quality — worsen as languages get
more distant, particularly on the latter end of the distance spectrum.

While graphical illustrations are a valuable starting point, they lack the
concrete statistical data needed to arrive at trustworthy results. The more robust, and
statistically precise, manner of identifying how evaluations change based on different

factors, is to run multivariate regressions to elaborate the data.

5.2 Multivariate regressions

Seven regressions were run at first, each taking one question as the dependent
variable. In each regression, linguistic distance was taken as the independent variable,
alongside of text number and machine translation software as categorical variables,
and participant number as a numerical variable. The results from the first set of
regressions are given in Appendix K.

When observing the effects of linguistic distance while holding the other
variables constant, it was found that for the majority of the questions it did not
manage to produce a statistically significant effect. The only exception to this
observation was the regression for Question 1, where linguistic distance had a
statistically significant effect with a large negative coefficient. This exception was in
concordance with the outlying behavior of the average evaluation plot for Question 1.
In fact, Questions 1-5 all observed a linguistic distance variable with a negative
coefficient, despite most of it being statistically insignificant. This implied that, as

linguistic distance increases away from Turkish, the machine translation software
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were less prone to making errors, which was against intuitions about linguistic
distance.

In order to better understand the inverse effect of Questions 1-5, the data
itself was more closely inspected. It was found that one particular participant —
participant 15 — of Turkish-Kazakh and Turkish-Uzbek language pairs often gave
scores of all 1s or 7s for different translations. To see if the regressions were skewed
by the evaluations from participant 15, a new set of regressions were run with
participant 15 removed, reducing the total number of observations to 283. The
resultant regression tables were noteworthy, with 3 out of 7 regressions now
producing a statistically significant coefficient at a 95% confidence level and 5 out of
7 regressions at a 90% confidence level for the variable of linguistic distance.
Questions 1 and 5 are the exceptions with statistically insignificant effects. Also
worth noting is the positive coefficients of 6 out of 7 regressions on linguistic
distance, which is in line with previous intuitions. The second set of regressions is
given in Appendix L.

To understand which set of regressions suits the dataset better, and whether
individual regressions within the sets are a good predictor of their respective question,
R? values are consulted. Overall, the R? values for both sets of regressions remain on
the low side for statistical standards, indicating a poor fit. In the first set, questions 1-
6 have R?values below 0.30 with question 7 being only slightly higher at 0.314. In
the second set R2 values average slightly above 0.30 for the first six questions, while
question 7 reaches 0.380. The regressions and exact R? values can be found in
Appendix K for the first set and Appendix L for the second set.

It can be seen that the R? values for the second set are marginally higher than

the first set. This would suggest that the regression models of the second set fit
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slightly better to the dataset. However, R? values ranging around 0.30-0.40 is not an
indicator that the constructed model explains the data well. In other words, these
regressions can predict scores for their respective question only with 30-40%
accuracy. Yet, this does not mean the regressions do not provide useful information.
When relationship between variables, especially the relationship between linguistic
distance and the question result, are statistically significant, valuable conclusions can
be drawn.

Focusing attention on the second set alone due to slightly better R? values, it
can be seen that Questions 2, 6, and 7 showed a statistically significant effect of
linguistic distance with magnitudes of 1.513, 2.945, and 1.998 points respectively.
To interpret these coefficients suppose two hypothetical languages Lx and Ly; where
Lx has perfect similarity to Turkish (a linguistic distance score of 0.00) and Ly has
perfect dissimilarity to Turkish (a linguistic distance score of 1.00). A coefficient of
1.513 in Question 2 would mean that Turkish- Ly language pair would score 1.513
points worse on the evaluation on mistranslations compared to Turkish- Lx language
pair, when all other factors remain constant.

The coefficient of Question 6 was more pronounced, with a statistically
significant value of 2.945 — nearly 3 points out of the 7-point Likert scale. Lastly, the
coefficient of Question 7 that indicates overall quality of machine translation with
respect to linguistic distance, showed a 1.998 point difference in quality between a
language pair of perfect similarity and another of perfect dissimilarity.

Looking at the other variables, the different text types were most often not
statistically significant in the regressions. In regressions where text type did have a
statistically significant effect, it was not the same text number that had this effect.

For example, while in Question 2 Text 4 had a significant effect, in Questions 3 and
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5 it was Text 2 that had the significant coefficient. Counter to the text type, machine
translation type was almost always statistically significant, keeping other variables
constant. Through all questions Windows Translator and Yandex Translate
performed worse than Google Translate, with Windows Translator scoring an
average of 0.857 points higher, and Yandex Translate scoring an average of 0.504
points higher. A significant outlier was LibreTranslate, performing an average of
2.488 points worse across Questions 1-6 and 2.975 points worse on Question 7. This
solidifies the previous insight that LibreTranslate performed worse than the other
translation engines irrespective of the language pair, while Google Translate
performed best. The reason behind the poor performance of LibreTranslate might be
related to the structure of its neural network — the amount of nodes, layers, training
method, or others — or the amount of content the default engine is trained by.
However, doing any comparison between LibreTranslate and other tools to see which
quality is exactly lacking is infeasible, due to the fact that the other machine
translation tools are proprietary and most information relating to their structure or
trained content are not publicly available.

By looking at the statistically significant effects of text type, inferences can
be made about the parameters that are associated with each error type. In Question 2,
relating to error sub-type 1.13 “Mistranslation”, Text 4 observes the only statistically
significant effect, and relatively largest coefficient at 0.583 points. Looking at the
parameters specifically represented in Text 4, the unique parameters are “PSC -
Plural Spread from Cardinal Quantifiers” and “OPK - Null Possessive Licensing
Article with Kinship Nouns”. These parameters provide implications that there is a
higher likelihood of mistranslations occurring (corresponding to the error type

represented in Question 2) in neural machine translation when the values of these
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parameters differ between the two languages involved. For example, “PSC - Plural
Spread from Cardinal Quantifiers” is observed when pluralization occurs with
cardinal numbers. While in English there is a “plural spread” meaning that in a
phrase such as “two cars” the noun “car” takes on a plural suffix due to the quantifier
before it, in Turkish the equivalent phrase “iki araba” exhibits no plural suffix on the
noun (equivalent to English “two car”). The other parameter “OPK - Null Possessive
Licensing Article with Kinship Nouns” does not differ with the represented
languages in this study. Similarly in Questions 3 and 5, with the statistically
significant effect of Text 2, the parameter “DGR - Grammaticalized Specified
Quantity” could be said to have resulted in a difference. Perhaps it is the case that
over-translations or under-translations occur when translating between a language
that necessarily has to specify noun quantities and another that does not share this
necessity. Confounding factors could have also contributed to the statistical
significance of texts. One particularly interesting observation is how Text 3 never
seems to cross the significance threshold despite being a financial text, with an
abundance of technical terms, jargon, and idiomatic speech. This lack of effect from
Text 3 suggests the parameter representation might not be an exhaustive manner to
assess text quality by.

From these regressions, the effect of linguistic distance can be observed in
relation to participant, text, and machine translation types. Nevertheless, these
regressions and the poor R? values can potentially be improved by considering
relationships hitherto unconsidered: between the results of the questions. Put another
way, the evaluation of one question may tend to occur concurrent with evaluations of
another question. When variations in evaluations of two questions occur concurrently,

the questions are said to have high covariance. When the values of the evaluations
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between two questions vary towards the same direction, whether negative or positive,
the questions are said to have high correlation. To determine these relationships
between the questions present in this thesis, covariance and correlation tables are

created, and can be found below.

Table 8. Covariance and Correlation Tables between Questions of the Survey

Covariance Table

Question 1 Question 2 Question 3 Question 4 Question 5 Question 6 Question 7

Question 1 1.990 2.118
Question 2 .39: 2.708 2.791
Question 3
Question 4

Question 5
Question 6
Question 7

Correlation Table

Question 1 Question 2 Question 3 Question 4 Question 5 Question 6 Question 7
Question 1 d 0.634
Question 2
Question 3
Question 4
Question 5
Question 6
Question 7

The positive covariance values attest to the concurrent variation of the
evaluations between the questions. In particular, correlations above 0.5, and in many
cases reaching above 0.8, confirm the close relationship between the questions.
Therefore, one final regression was done — with all of the observations included —
that aimed to comprehensively investigate the results of the survey question that
directly corresponds to the present thesis’ research question: Question 7 (TQ). In
order to account for the ~3.0 point covariance and an average correlation of 0.808
between the other questions and Question 7, the results from the other six questions
were included as variables in the final regression. This regression can be seen on

Figure 9 below, as well as Appendix M.
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SUMMARY QUTPUT

Regression Statistics

Multiple R 0.9382

R Square 0.8802

Adjusted R Square 0.8745

Standard Error 0.6794

Observations 307

Coefficients St Error t Stat P-value

Intercept -0.1526 0.2072 -0.7365 0.4620
Katilimer 1D 0.0113 0.0079 1.4374 0.1517
Text2 -0.0458 0.1116 -0.4105 0.6818
Text3 -0.2206 0.1127 -1.8579 0.0512
Textd -0.1038 0.1115 -0.5316 0.3523
Linguistic Distance 0.8405 0.2692 3.1223 0.0020
YandexTranslate 0.0598 0.1090 0.5491 0.5833
LiberTranslate 0.3475 0.1415 2.4556 0.0146
WindowsTranslator 0.1975 0.1085 1.8208 0.0697
Question 1 0.0408 0.0350 1.1644 0.2452
Question 2 0.2299 0.0443 5.1928 0.0000
Question 3 0.1316 0.0456 2.8852 0.0042
Question 4 0.3060 0.0464 6.5909 0.0000
Question 5 0.2787 0.0390 71513 0.0000
Question 6 0.0338 0.0391 0.8643 0.3881

Figure 9. Comprehensive multivariate regression on linguistic distance versus
translation quality

In this regression above, the statistical values are much more promising. The
R2value is at 0.880, indicating a good fit. To put into words, the regression above
would be able to predict the TQ score of a particular text with 88% accuracy, when
given the variables above, which include the scores from the other questions. A
statistically significant relationship can be observed for linguistic distance, with a t-
stat above 2, and p-value below 0.05.

Residuals of predicted TQ scores from the regression in Figure 9 are nearly
normally distributed, further supporting the integrity of the model. 34% of the
distribution is represented by 0.862 standard deviations in the residuals in the

increasing direction from the mean and 0.920 standard deviations in the decreasing
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direction, compared to 1.000 standard deviations in the normal distribution. Similarly
48% of the distribution is associated with 2.185 standard deviation in the positive
direction and 1.988 standard deviation in the negative direction compared to the
benchmark of 2.000. The kurtosis of the distribution is 0.7996, compared to the
benchmark 3.000 in the perfect normal distribution, suggesting a platykurtic
deviance in the residual distribution. A visual representation of residuals can be

found in Appendix N.
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CHAPTER 6

DISCUSSION

In relation to the research question of this thesis, “How does neural machine
translation quality change based on the linguistic distance between the source and
target languages?” the results show that there exists a statistically significant effect of
linguistic distance on neural machine translation quality. The positive coefficients of
the linguistic distance variable found in the second set of regressions align well with
the coefficient obtained from the comprehensive regression for Question 7. This
comprehensive regression, given in Figure 9 above, notably scores a satisfying R?
value of 0.880. Broadly speaking, the final regression model can explain 88% of the
variation in the overall quality of a neural machine translation output, when given the
other variables. Specifically, on the variable of linguistic distance, the regressions
serve to prove that, holding other variables such as text type, participant type, and
machine translation software tool constant, an inverse relationship between linguistic
distance and neural machine translation quality exists. Keeping in mind that positive
coefficients imply poorer performance in this thesis, the regression above claims that
a translation between two languages of perfect dissimilarity would perform 0.840
points worse than a translation between two languages of perfect similarity.

It is important to stress exactly what this result is, suggested by the way the
final regression has been constructed. When interpreting the result for the variable of
linguistic distance, other variables that were controlled for need to be interpreted as
being held constant. For example, it can be said that the variable text type does not
have a significant effect on machine translation quality, by looking at the

corresponding t-stat for that variable. However, when interpreting the variable of
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linguistic distance, it must be said that the effect linguistic distance has is irrespective
of the text type chosen. Linguistic distance a statistically significant effect when
controlling for the text type, participant type, translation tool, and even frequency of
different types of errors. This insight has to influence the interpretation of the overall
regression because of the correlated questions involved.

Whereas previously the individual regression for Question 7 in the second set
had a poor R? value of 0.397, the overall regression had an R? value of 0.880, due to
the introduction of the results from other questions as variables in the final regression.
It would seem that roughly 60% of the variation in the evaluations for Question 7 can
be explained by the variations in other questions. The R? value changes by 2% when
the variable of linguistic distance is removed, supporting the intuition that most of
the variance in data is explained by the covariance with the evaluations of other
questions. This makes intuitive sense. Whether or not a text has any errors at all has a
profound effect on whether that text is regarded as having high or low quality. This
means that the effect of linguistic distance has to be contextualized. Therefore, it
must be said that linguistic distance still has an inverse and significant effect on
overall quality of a machine translation output, irrespective of the amount errors that
may exist in the translation — even if the amount of errors is zero. Put another way, a
text that might be otherwise error-free might still be perceived as having poorer
quality because of the underlying linguistic distance between the source and target
languages.

While there is a statistically significant effect, interpreting the magnitude of
this result is subjective. On one hand, it does affirm that as languages get more
linguistically distant, the neural machine translation quality drops. On the other hand,

it could be said that a 0.840 points difference between perfect similarity and
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dissimilarity is not impactful for practical purposes. Suppose we take two language
pairs from this thesis directly: Turkish-Uzbek against Turkish-English. The linguistic
distance scores are 0.056 and 0.500, respectively. According to the results of the final
regression, holding other variables constant, the overall quality of a Turkish-English
translation would only be 0.373 points worse than that of the Turkish-Uzbek
translation on a 7-point Likert scale. This effect could also be affected by other
confounding factors, such as network structure or breadth of training material. In
future studies, these findings could be supported by research on translation time for
texts of equivalent length. If machine translation does in fact take longer, which is
likely to be within milliseconds, it could further imply that linguistic distance might
be related to poorer performance, or higher computational resources required.
Alternatively, future studies could employ multiple open-source translation tools,
take the time to vary all of the higher-order parameters of the same neural network,
or train the same open-source tool on differing sizes of corpora with a similar
qualitative evaluation and compare them. By doing so, the question of whether the
effect of linguistic distance can be caused by confounding variables could be
answered.

The implications of these results depend on exactly how they are manifested.
Machine translation process differences of a few milliseconds is not likely to matter
in all but the most particular situations, such as high-frequency financial trading
based on countries’ economic statements published in other languages. When the
perceived quality deterioration manifests but the effect is minimal enough, it might
not matter in most situations, except when the content is particularly sensitive, such
as high-level political communication. Whether this deterioration based on linguistic

distance exists for human translation as well can be confirmed by studying the
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process of multilingual translators with similar studies. Despite the existence of an
effect, even when controlling for present errors, the magnitude of this effect limits
the consequences on practical use of translation. While being a significant variable,
the coefficient of linguistic distance in relation to the whole 7-point Likert scale
remains small. Users of machine translation could well within reason regard this

difference as professionally acceptable.
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CHAPTER 7

CONCLUSION

The question posed by this thesis was “How does neural machine translation quality
change based on the linguistic distance between the source and target languages?” It
was hypothesized that the more distant languages are to one another, quality in
translation would worsen, since larger distance would provide a greater challenge to
translation. In order to assess this relationship, a survey was constructed, in which
participants rated machine translations of four, short, original texts. To select the
participants, a linguistic distance matrix was constructed between 33 languages first,
using the latest development in linguistic distance research, the Parametric
Comparison Method. Languages were then taken and divided up into six tiers based
on their relative distance to the selected source language of Turkish. Two to four
participants were found for each tier to participate in the survey. Seven different
questions, six of them relating to an error type and one relating to the overall quality,
were asked to each participant; each question was evaluated on a 7-point scale. Their
results were gathered together, and multivariate regressions were run to assess them,
alongside their descriptive statistics. After poor fits of the individual regressions, the
questions were introduced as variables into a final regression that measured neural
machine translation quality across all variables. Based on this final regression,
linguistic distance was found to have a statistically significant effect on machine
translation quality, when all other variables are held constant.

The present thesis confirms that there exists an inverse relationship between
linguistic distance between languages and neural machine translation quality, thus

proving the null hypothesis. The more linguistically distant languages are, the worse
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machine translation quality gets. This inverse relationship is found to exist across
multiple text types and machine translation tools, and even when the number of other
error types present in the translations is controlled for. Despite these insights, there
are reasons to believe this inverse effect of linguistic distance may not be detrimental
to daily use of neural machine translation. A worse performance of 0.840 points on a
7-point scale between a language pair of perfect similarity and another of perfect
dissimilarity could be regarded as acceptable, especially when language pairs will
realistically be closer to each other than a perfect similarity/dissimilarity duality.

There are a number of limitations in this study that can be improved upon. In
relation to the underlying methodology employed to find linguistic distance, PCM
has opportunities to be modified to achieve more robust results, since it is a relatively
recent method. The significance testing of PCM-O0 in this thesis serves to prove this
fact by showing that parametric selection could be tuned further in order to
accommodate different language pairings, such as Turkic-Finnic languages or
Turkish-Japanese. The addition of more languages would necessarily introduce new
challenges and opportunities to improve parameter selection. Likely due to the
limited number of languages represented, the resultant tree from PCM-0J still
deviated from expected placements with the connection of Semitic languages into the
IE family before Celtic languages.

In regard to the surveying method, different aspects could be improved. The
clearest improvement would be to increase the number of participants, texts, and
neural machine translation tools. By doing so, the intended scale effect can be
observed better, where subjectivity of one individual participant would have an even
lesser effect on the overall study. This way, incidents observed in the present thesis,

such as participant 15 skewing the results can be mitigated better. It would also be
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ideal to have participants for every single language of the linguistic distance table.
This was especially apparent in the present thesis’ lack of qualified participants who
speak Uralic languages and Turkish, which would represent an additional node of the
language trees. Perhaps financial incentives can be offered to participants to increase
their willingness to join, and maintain that willingness through longer, more
numerous texts. In addition, the study can be replicated using different source
languages to see if the results remain consistent.

It also remains possible to have human evaluations compared against
automated evaluation models. Using BLEU, FEMTI or an alternative automatic
evaluation model provides for an interesting opportunity to see if results stay
consistent with qualitative evaluation. Doing so would require reliable human
translations to compare machine translation performance against, and it would be
preferable to consult participants who are not included in qualitative evaluation, to
avoid familiarity with presented machine translation outputs.

There are opportunities for further research in connecting the results of this
thesis to other qualities of neural machine translation performance. In order to better
understand the area of inquiry relating to machine translation accommodation of
challenges presented by linguistic distance, further studies can be done to connect
machine translation performance in process times and computer resources expended
to linguistic distance.

The two key areas of interest of this thesis, under its research question were
about difficulty of translation between distant languages, and potential professional
concerns of users of machine translation with distant languages. According to the
results of this thesis, there is a signal that there could be a greater effort required

when an individual or software attempts to translate between languages of greater

73



linguistic distance; since the inverse relationship manifested as statistically

significant. Nevertheless, users of machine translation software need not have
worries when using machine translation tools to translate between two distant
languages, should they consider the effect of the inverse relationship to not be

detrimental.
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APPENDIX A
HEATMAPS OF PCM-0 AND PCM-1 SYNTACTIC METHODS

PCM-0J Implied Relationship Syntactic Linguistic Distance Heatmap by Jaccard Distance
Metric
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PCM-0H Implied Relationship Syntactic Linguistic Distance Heatmap by Hamming
Distance Metric
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PCM-1J Unimplied Relationship Syntactic Linguistic Distance Heatmap by Jaccard Distance
Metric
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PCM-1H Unimplied Relationship Syntactic Linguistic Distance Heatmap by Hamming
Distance Metric
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APPENDIX B

PCM-0J SYNTACTIC METHOD CLUSTERED LANGUAGE TREE

leelandic

Greek_Gypriot

Greek

Greak_Calabria

habian
Siciliano
Portuguese

Spanish

French

Romanian
Calabrese_Northemn
Handhi

Marathi

Pashio

e
I

—
}

Evenki

Korean

Japanese

Basque_Westem

Basaue_Ceniral

Cantonese
Mandarin |
Wolot I
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APPENDIX C

LINGUISTIC DISTANCES OF SELECTED LANGUAGES TO TURKISH

Turkish | +1

Languages .7
Kazak
Kyrgyz
Uzbek
0.316|Hindi
0.316|Hungarian
0.333|Finnish
0.4|Estonian
0.421|Greek
0.45|Spanish
0.471|Serbo_Croat
0.471|Slovenian
0.471|Polish
0.471]|Russian
0.474|Hebrew
0.5|1talian
0.5|Portuguese
0.5|English
0.5|Irish
0.5|Welsh
0.5|Arabic
0.524|Romanian
0.526|French
0.526|Dutch
0.526|German
0.526|Danish
0.526|Norwegian
0.526|Bulgarian
0.556|Mandarin
0.556]|Cantonese
0.583|Japanese
0.583| Korean
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APPENDIX D

PCM-0J SYNTACTIC LINGUISTIC DISTANCE MATRIX
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L Names Sicilian Calabic talian_Spanisl French Portugr Romani Greek_ Greek Greek [ English Dutch _Afiikaai Germar Danish_Iceland Faroes Norweg Bulgari
Siciliano_Ragusa o 0143 008 0173 0z 05 0214 028 0.37 037 0227 0277 0261 025 025 0333 025 025 028
Calabrese_MNorthern 0143 0 0.1 02 023 0207 0472 024 0333 0333 0292 0.zs 03z 0.z28 024 0236 0.24 024 0.296
Ialian n00s om 0 012 0192 0 0772 0308 0357 0357 025 0.24 028  0.269 02 0288 0z 0z 0321
Spanish ot 0z 017z 0 0165 007 0226 023 0286 0286 025 087 0208 oz 0.za 0266 024 024  0.Z86
French 02 028 0132 0185 o 0154 025 0333 03468 0346 0273 0261 0304 0232 0232 0333 0232 0232 037
Portuguese 015 0.207 oM 007 0154 0 0233 0308 0357 0357 025 0767 0.208 0z 024 0.266 0.24 024 0321
Romanian 021 02 012 0.226 025 0233 0 0269 0345 0345 03068 02639 0308 029 0222 0.23 025 0.249 n0z3
Greek_Calabria_1 028 024 0308 023 0333 0308 0263 0 0767 0767 0273 0261 0304 0217 0232 0308 0232 0232 03z
Greel 037 0333 0357 0286 0346 0357 035 0167 0 0 025 024 0zs 02 0263 0286 0263 0263 0267
Greek Cypriot 037 0333 0357 0266 0346 0357 0.345 0167 0 0 0.25 0.24 0.28 02 0269 0266 0263 0263 0.267
English 0227 0232 0.25 025 0273 025 0308 0273 0.25 0.25 0 0725 0.087 0.16 012 0732 012 012 0.236
Durch o217 0.z8 0.z4 067 0260 0187 02689 0261 0.za 024 0125 0 0043 00492 012 0154 01z 01z 0253
Abrikaans 0.281 032 0.28 0208 0304 0208 0305 0304 0.28 0.23 0057 0043 0 0033 018 0132 018 015 0.236
German 0zs 028 0.269 0z 023z 0.z 0236 02T 0z 0z 015 004z  0.083 o 0154 015 0154 0154 0.286
Danish nzs 0.24 nz 024 0232 024 0222 0292 0269 0269 01z 012 016 0994 o 011 0038 0074 0.276
leelandic 0333 023 0286 0286 0333 0286 0z3 0308 0286 0286 0192 0154 0192 oS 0111 0 013 0107 0258
Faroese 0zs 0.24 0z 024 0232 024 025 0292 0263 0269 01z 01z 016 0154 0033 0143 0 0037 0.3
Norwegian 0zs 0.24 0z 024 023z 024 0241 0232 0269 0263 01z o1z 016 0154 0074 0107 0037 0 0.267
Bulgarian 028 0236 0321 0286 037 0.321 nza 032 0267 0257 0295 0259 0296 0286 02768 0258 03 0267 a
Serbo_Croar 0273 0273 0261 0261 0348 02681 0304 0238 0767 07167 0227 0182 0227 0136 0182 0138 0182 0182 0125
Slovenian 0.273 0273 0281 0261 0345 0261 0304 0238 07167 0167 0227 0182 0227 013 0182 013 0182 0182 0125
Polish 0.236 0238 0227 0227 0345 0227 0304 0238 0767 0157 0227 0182 0227 074 0182 0174 0162 0982 067
Russian 0273 0273 0261 0261 0348 0261 0304 0238 0767 0767 0227 07982 0227 074 0182 074 07182 082 025
Irish 036 0385 0407 037 0335 037 0333 0333 0.36 036 0304 0232 03335 0zs 032 023 032 032 0333
Welsh 036 0385 0407 037 0333 037 0333 0333 0.36 0.35 0304 0232 0333 0zs 032 0231 0.3z 03z 0333
Marathi 0318 038 0318 0273 03 036 038 0364 0318 0318 0.35 0.3 035 0333 03 0333 0.3 03 0333
Hindi 0.286 0318 0286 0238 0263 0286 0286 0333 0286 0286 0316 0263 036 03 0263 03 D263 0.263 0.3
Pashto 0286 0318 0286 0z 022z 025 025 0286 0238 0238 0278 0222 0275 0263 0222 0283 0222 0222 0263
Tamil 0381 0403 0351 038 0429 0331 0381 0455 0435 0435 0368 036 0.368 035 03186 035 036 036 0333
Telugu 0381 0409 0381 0381 0423 0381 0361 0455 0435 0435 0366 036 0.366 035  0.316 035 0316 036 0333
Mandarin 0.667 0¥ 0667 0556 057 0667 0667 0667 0556 0556 074 07d 07 075 07 07 07f4 074 0vs
Cantonese 0667 07 0BE7 0556 057 D0BB7 0687 0667 0556 0556 074 074 074 075 071 07 074 074 0vs
Japanese 0.545 0583 0545 0455 05 0545 0583 0583 0s 05 0856 0556 0.556 06 0556 06 0856 0556 0.556
Korean 05 0545 s 04 0ddd 05 0545 0545 0455 0455 05 0.5 05 0.556 05 0556 05 05 0.5
Arabic Oddd 0346 0407 0448 0481 04835 0357 0423 049 04 0dd4 Odad 0462 0ddd 0407 0333 0407 0407 0276
Hebrew 04 036 036 0464 0417  0ddd 037 044 05 05 0417 0423 044 04235 0385 037 038 035 03573
Hungarian 0545 0583 0565 0583 0EB03 0565 065 0545 05 05 0524 0565 0545 0565 0583 0583 0583 0583 0542
Khanty_2 0571 0571 0571 0571 0836 0571 0.531 055 0524 0524 0526 055  0.526 055 055 0.55 0.55 055 0.524
Estonian os as ns 05 0526 05 os 05 0478 0476 0412 0Oddd 0412  0Oddd  0Oddd  0Oddd 0ddd  0ddd 0.as
Finnish 0524 0524 0524 0524 057 0524 0545 0524 05 05 0474 05 0474 05 1k} 1k} 05 05 0476
Mari_1 0.52¢ 0524 0524 0524 0531 0524 0.545 05 0476 0476 0474 0.5 0474 05 05 s 05 05 0476
Udmurt_1 0476 0476 0476 0476 0545 0476 05 0524 05 05 0421 045 0421 045 045 0.45 0.45 045 0423
*rukaghir 0.476 05 0476 05 0545 0476 05 0545 0542 0542 0474 05 0474 0524 05 0524 05 05 0476
Even_1 05 1k} 05 0455 0524 05 0522 0476 0423 0423 05 0524 05 0524 0524 0524 0524 0524 0524
Even_2 05 05 05 0455 0524 05 0522 0476 0423 0423 05 0524 05 0524 0524 0524 0524 0524 0.524
Evenki 0.5 0.5 05 0455 0524 0.5 0522 0476 0429 0423 05 0524 05 0524 0524 0524 0524 0524 0.524
" akut 0524 0524 0524 0476 055 0524 0545 os 045 045 0526 055 0526 055 0.55 0.55 0ss 0ss 0ss
Uzbek 05 1k} 1k} 045 0526 05 0524 0474 0421 0421 0471 05 047 05 05 05 05 05 05
Kazak 05 05 05 045 0526 05 0524 0474 0421 0421 05 0526 05 0526 0526 0526 0526 0526 0526
Kyrgyz 05 05 05 045 0526 0.5 0524 0474 0421 0421 05 0526 05 0526 0526 0526 0526 0526 0.526
Turkish os as ns 045 0526 05 0524 0474 0421 0421 05 0526 05 0526 0526 0526 0526 0526 0526
Buryat 045 0476 045 0478 0524 045 0476 0524 0522 0522 0474 05 0474 0524 05 0524 05 05 0476
Basque_Cenual 05 0.48 05 0417 052z 0456 0456 0603 0636 0636 05 0474 0.ddd 05 0.526 0.55 0526 0526 0ss
Basque_Yestern 05z 0.5 0.52 0.44 05z 0.4g 048 0625 0565 0565 0526 0.5 0474 0524 055 0571 0.55 055 0476
Wolof 0577 0533 0533 0607 06 0533 0533 0% 057¢F 0577 0583 0.56 06 0S6 057¢ 0533 0577 0577 0654
Maslagasy 013 0B13 0F13 063 0571 063 0652 0573 0B 08 0573 0E3 06 0@ 0613 0613 063 063 063
Archi 045 045 0.45 045 05 045 045 0421 0.4 0d 0444 0353 0Oddd 0303 0353 0369 0383 0383 0.4
Lak 045 045 0.45 045 05 045 045 0421 0.4 04 0444 0383 09444 0389 0383 0369 0383 0.383 0.4
L Names Sicilian Calabre talian _Spanisl French Portugy Romani Greek_ Greek Greek [ English Dutch Afrikaai Germar Danish_lceland Faroes: Norweg Bulgari
23 24 25 26 27 28 23 31 32 33 34 35 36 37 36 33 40 4 42 43

-Serbo_ Sloveni Polish_Bussial

Mandar Canton Japane Korean Arabic _Hebrew Hungar Khanty,




43 44 45 48 47 43 43 50 51 52 53 54 55 56 57 53 53 &0
[Finnish Mari 1 _Udmurt Yukagh Even 1 Even 2 Evenki Yakut Uzbek Kazak Kyrgyz Turkish Buryst Basque Basque Wolof _Malaga Archi  Lak |1 Names
0.524 0524 0476 046 05 05 05 0524 05 05 05 05 045 05 052 0577 06H 045 045 Siciliano_Ragusa
0524 0524 0476 ns ns ns 05 0524 0s 0s as 05 0476 048 05 0533 nE13 045 0.45| Calabrese_Morthern
0524 052 0476 0476 05 05 05 05 05 05 05 05 045 05 052 0533 068 045 0.5 lealian
0524 0524 0476 05 0455 0455 0455 0476 045 045 045 045 0476 0417 044 DEDF 063 045 0.45[Spanish
0571 D059 0545 0545 0524 0524 0524 055 0525 0526 0526 (0526 0524 052 052 06 0571 05 05 French
0524 0524 0476 0476 ns ns 05 0524 05 05 os os 045 0458 048 0533 D0E36 045 0.45| Portuguese
0545 0545 05 05 0522 0522 0522 0545 0534 0524 0524 0524 0476 0453 048 0533 0652 045 0.45Pomanian
0524 05 0524 0545 0476 0476 0476 05 0474 0474 0474 0474 0524 0609 0625 05 0573 0421 042 Greek Calabria_1
05 0476 05 0542 0423 0423 0423 045 0421 0421 0421 0421 0522 0B36 0565 0577 0e 04 0.4 Greek
05 0476 05 0542 0423 0423 0429 045 0421 0421 0421 0421 0522 063 0565 0577 06 04 04| Greek Cypriot
0474 D474 0421 0474 05 05 05 0526 0471 05 05 05 0474 05 0526 0553 0573 0ddd  044d|English
os os 045 05 0524 0524 0574 0ss 05 0526 0526 0526 05 0d4ra as 0.56 0E18 03583 0389 Durch
0474 0474 0421 0474 05 05 05 0525 0471 05 05 05 0474 Oddd 0474 0B 0B 0ddd  044d| Afrikasns
05 05 045 0S4 054 0524 0524 055 05 0525 0526 0526 0524 05 0524 056 068 0389 0359 Geman
05 05 045 05 054 0524 0524 05 05 0565 056 056 05 0526 055 0577 0613 0389 0339 Danish
05 05 045 0524 0524 0524 0524 055 05 0535 0536 0526 0524 055 057 0533 061 0333 0389 lcelandic
05 05 045 05 0524 052 0524 055 05 053 056 0526 05 0525 055 0577 068 0339 0333 Faroese
05 05 045 05 054 0524 0524 055 05 0565 056 056 05 0526 055 0577 068 0389 038Norwegian
0476 0476 0423 0476 0524 0524 0524 0ss 05 0526 0526 0526 0476 055 0476 0BS54 ne13 04 0.4| Bulgarian
045 0421 045 0524 0474 0474 0474 05 0435 047 0471 0471 0524 0588 05 061 0555 0368 0,368 Serbo_Croat
045 0421 045 0524 0474 0474 0474 05 0435 047 0471 0471 0524 0588 05 06\ 0556 0368 0.358 Slovenian
045 0421 045 0524 047 0474 0474 05 0438 0.471 0471 0471 0524 0588 as 0E13 0556 0368 0368 Polish
045 0421 045 0524 0474 0474 0474 05 0435 047 0471 0471 0524 0588 05 06\ 0556 0368 0.358| Russian
0474 0474 0421 0524 0571 057 05M 056 205 05 05 05 05 06 05 06 06 035 0353 kish
0474 0474 0421 0529 [R-ral 0571 057 0526 05 05 0s os o5 0B 0.55 0e 0B 0353 0355 Welsh
045 035 03 0403 0333 0333 0333 035 036 036 036 036 035 0ddd 03833 0565 05 036 0305 Marathi
05  0¢ 03 0409 033 033 033 035 036 036 036 036 035 05 0ddd 0545 0556 056 0306 Hindi
0421 045 04 0476 0429 0429 0429 045 0421 0421 0421 0421 045 0471 0412 0603 0555 045 045 Pashie
05 04 035 037 04 04 04 0431 0353 0333 0383 0393 05 0523 Oddd 06EZ 06N 0263 0263 Tamil
05 04 03 033 04 04 04 0431 0353 0339 0389 0393 03 0529 04dd 02 06H  0.263 0263 Telugu
0778 0667 0857 06 06 06 06 055 06 055 0556 0556 0667 075007 04 07 075  0.75Mandarin
0778 0EET  OEG? 0g 0e 0e 06 0556 06 0556 0556 0556 0667 0rs 0rs 0.4 ov ovs 0.75] Cantonese
0545 0583 0583 06K 0643 0643 0843 0583 05 0583 0553 0533 0632 O.dd  Oddd DEBT 0545 0727 0727 Japanese
0636 0667 0667 0615 0643 0643 0843 0583 05 0583 05093 (0553 0632 0556 055 0643 063 0727 0.727|Korean
0423 0455 0403 0478 0545 0545 0545 0524 05 05 os 05 0455 055 0476 0533 055 0423 0423 Arabic
045 045 04 05 0524 0524 0524 05 047 0474 0474 0474 04 06 05 063 0525 0421 0421 Hebrew
03 023 0273 0455 033 0333 033 0263 036 036 036 036 035 0F 0682 0657 0476 0ddd 0444 Hungarian
0.263 0z 0238 04 0.35 0ss 035 0176 0235 0235 0235 0235 0316 0533 0523 0B67 0368 0412 0.41Z) Khanty_2
05 025 025 0444 0412 042 042 0435 04 04 04 04 042 05 05 0684 0562 0dd4d  04¢d|Estonian
@ 02z 02 04 035 035 035 0366 0333 0333 0333 0333 036 0467 0471 0BS5S 0421 0474 0474 Finnish
0z 0 0048 0333 0238 023 0238 025 020 020 027 020 028 043 0444 06 035 038 0365 Mari1
02 0048 0 0235 0273 0273 0273 088 025 025 025 025 0238 0375 0388 06 0331 04 04 Udmard
04 0333 0.265 @ 0384 0364 0364 0333 025 03 03 03 0238 0435 044d 0571 055 0423 0423 Yukaghir
035 023 0273 0384 0 0 @ o019 05 05 015 05 0285 0588 06N 0619 0421 045 045 Even_1
035 0238 0273 0364 0 0 a 013 015 015 015 015 0236 0588 0EM ne13 0421 045 0.45| Even_2
035 023 0273 0354 0 0 O 013 0f5 0f 05 05 028 0588 060 06\ 0421 045 045|Evenki
0365 025 0285 033 013 01 019 0 0105 0055 005 0056 o021 0562 0588 061 0359 0389 0389 Yakw
0333 nzn 0.z5 0.25 a1s a1s 15 0.105 0 00S6 0.0S6  0.0S6 021 0533 0562 0E18 0353 0353 0355 Uzbek
0333 020 025 03 0% 05 015 0056 005 o o 0 0487 0533 0552 06 0353 0353 035%Kazak
0333 020 025 03 05 05 015 0056 005 o o 0 0167 053 0562 06 0353 035 035 Kuewz
0333 nzn 0.z5 03 a1s a1s 015 0056 0056 a a o 067 0533 0562 0B 0353 0353 03535 Turkish
036 0266 0238 0238 0285 0285 0286 02H 021 087 087 0167 @ 05 05 0573 0474 0363 0365 Buryac
0467 043 0375 043 0569 0585 0586 0562 0533 0533 0533 0533 05 @ 0158 063 061 0588 0,585 Basque_Central
0471 0444 0389 0444 06N 061 06N 0588 0562 0562 0562 0562 05 0158 0 0708 0657 05  05Basque Western
065 0B 06 057 06 O0BH 06\ 06\ 063 06 05 06 0573 0B¥ 0708 0 063% 05 065 Wolof
04z 035 033 055 0421 0421 0431 0389 0353 0353 0353 0353 047¢ 06N 067 0636 0 0523 0529 Malagasy
0474 0368 04 0423 045 045 045 0383 0353 0353 0353 0353 0368 0588 05 065 0529 0 | Archi
0474 0365 0d 0423 0.45 045 0d5 0383 0355 0355 0355 (03535 (0368 (0568 05 065 0523 0 Ol Lak
{Finnish Mari 1_Udmurt Yukagh Even 1 Even 2 Evenki Yakut Uzbek Kazak Kyrgyz Turkish Buryst Basque Basque Wolof _Malaga Archi Lak |1 Names
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1

21

22

23

24

25

26

27

High-level

ermor type

Accuracy

Fluency

APPENDIX E

DQF-MQM ERROR TYPOLOGY FRAMEWORK

Granular error

type

Addition

Mistranslation

Over-translation

Under-translation

Untranslated

Improper exact

TM match

Punctuation

Spelling

‘Grammar

Grammatical

register

Inconsistency

Link/cross-

reference

Character

encoding

Definition

The target text does not accurately reflect the
source text, allowing fer any differences

autheorized by specifications.

The 1arget 1ext includes text not present in the

source.

Content is missing from the ranslation that is

present in the source.

The target content dees not accurately

represent the source content,

The target text is more specific than the source

text.

The target text is less specific than the source

text.

Content that should have been d has

Example

Translating the Italian word ‘canali” into English as ‘canals’

instead of ‘channels’.

A translation includes portions of another translation that were

inadvertently pasted inte the document.

A paragraph present in the source is missing in the translation.

A source text states that a medicine should not be administered
in doses greater than 200 mg, but the translation states that it
should be administered in doses greater than 200 mg (i.e,

negation has been omitted)

The source text refers to a boy but is translated with a word that

applies only to young boys rather than the more general term

The source text uses words that refer 1o a specific type of
military officer but the target text refers to military officers in

general.

A ina Jap document translated into English is

been left untranslated

An translation is provided as an exact match
from a translation memaory (TM) system but is

actually incorrect.

Iszues related to the form or content of a text,
irespective as to whether it is a translation or

net.

is used incorrectly (for the locale or style).

Issues related 1o spelling of words.

Issues related to the grammar or syntax of the

text, other than spelling and orthography.

The content uses the wrong grammatical
register, such as using informal pronouns or
verb forms when their formal counterparts are

required
The text shows internal inconsistency.

Links are inconsistent in the text.

Characters are garbled due to incorrect

application of an encoding.
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left in Japanese.

A TM system returns Press the Start buttan as an exact (100%)
match when the proper translation should be Press the Begin

Dbutton.

A text has errors in it that prevent it from being understood.

An English text uses a semicolon where a comma should be

used.
The German werd Zusteliung is spelled Zustetiugn.

An English text reads The man was seeing the his wife.

A text used for & highly formal announcement uses the

Morwegian du form instead of the expected De

A text uses both app. and approx. for approximately.

An HTML file contains numerous links te other HTML files; some
have been updated to reflect the appropriate language version

while seme point to the source language version

A text document in UTF-8 encoding is opened as IS0 Latin-1,

resulting in all upper ASCII characters being garbled.



5

3

32

4

Terminology

Style

Inconsistent with

termbase

Inconsistent use

of terminology

A term (domain-specific word) is translated
with a term other than the cne expected for the

domain or otherwise specified.

A term is used inconsistently with a specified

termbase.
Terminology is used in an inconsistent manner

within the text.

The text has stylistic problems.

84

A& French text translates English e-mail as e-mail but terminology
guidelines mandated that courriel be used. The English
musicolegical term dog is translated (literally) into German as
Hund instead of as Schnarre, as specified in a terminology

database.

A termbase specifies that the term USE memory stick should be
used, but the text uses USE flash drive.

The text refers to a component as the brake release lever, brake
disengagement lever, manual brake release, and manual

disengagement release.

The translation of a light-hearted and humorous advertising
campaign is in a serious and "heavy" style even though

specifications said it should match the style of the source text.



APPENDIX F
QUESTIONS IN THE QUALITATIVE SURVEY AND ENGLISH

TRANSLATIONS

Q1) Ceviri metinde, kaynak metindeki igerik ile kiyasla eklentiler veya eksiklikler
var mi1?

(Q1) Are there additions or omissions in the translated text compared to the source
text?)

(1: Hig, 7: Fazlasiyla) (1: None, 7: Abundantly)

Q2) Ceviri metinde, yanlis ¢eviri olarak tanimlayabileceginiz ¢eviriler var m1?
(Q2) Are there mistranslations in the translated text?)

(1: Hig, 7: Fazlasiyla) (1: None, 7: Abundantly)

Q3) Ceviri metinde, uygun olmadigini gordiigiiniiz anlam kaymalar1 var m1?
(Q3) In the source text, are there semantic shifts that you deem to be inappropriate?)

(1: Hig, 7: Fazlasiyla) (1: None, 7: Abundantly)

Q4) Ceviri metin, kaynak metin kadar akici bir sekilde okunabiliyor mu? Ceviri
metnin anlagilabilirligi kaynak metin kadar m1?

(Q4) Can the translated text be read as fluently as the source text? Is the
understandability of the translated text equal to that of the source text?)

(1: Kaynak metin ile ayn1, 7: Kaynak metinden ¢ok farkli) (1: Same as the source

text, 7: Very different from the source text)
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Q5) Ceviri metinde gramer veya dil anlatim bozukluklar1 var mi1?
(Q5) Are there grammatical errors in the translated text?)

(1: Hig, 7: Fazlasiyla) (1: None, 7: Abundantly)

Q6) Ceviri metinde kullanilan terimlerde ve jargonda uygunsuzluk veya hata var m1?
(Q6) Are there inappropriate or incorrect uses of certain terms or jargon in the
translated text?)

(1: Hig, 7: Fazlasiyla) (1: None, 7: Abundantly)

Q7) Ceviri metnin bir biitiin olarak kalitesi ve isabetliligini nasil degerlendirirsiniz?
(Q7) How would you evaluate the overall quality and accuracy of the translated text?)

(1: Cok iyi, 7: Cok kotii) (1: Very good, 7: Very bad)
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APPENDIX G

GENERATED TEXTS FOR THE THESIS, EXEMPLIFIED SYNTACTIC

CATEGORIES, AND ENGLISH TRANSLATIONS

Turkish Text

Legend

Sample English Translation

Kendisini sevmeseler de
onlarin arasina katilmak
istiyordu Elif. O st
mahalle ¢ocuklar diinyaya
baska bir gozle bakiyorlardi
sanki. Onun yeri ise
yokusun agagisindaki alt
mahalledeydi. Elif
aralarindaki yakinliga
imrenmisti en ¢ok.

FAIt
mahallede yakinlik,

ihtiyactan dogan bir seydi.

grammaticalized
morphology

grammaticalized gender

grammaticalized
agreement -
grammaticalized
number

number spread to N

adjectival possessives

Even though they didn't
like him, Elif wanted to
join them. It was as if
those upper neighborhood
kids were looking at the
world from a different
perspective. His place was
in the lower neighborhood
downhill. Elif envied the
closeness between them
the most. They all knew
each other! In the lower
neighborhood, intimacy

was born of necessity.

87




Ben de herhangi biri

sayilir = dostlarim. Et ,
¢orba , fazla bir
vatansever. Sesimin yiiksek
¢ikmasinin icimdeki

yazarlik tutkusudur sadece.

sesim zamanla yiikseldi

diyebiliriz. Siirler yazdim,
makale yaziyorum, kitaplar
yazacagim. Bir giin de
herhangi biri benim de

son . gelecek.

grammaticalized

number agreement

grammaticalized

Specified Quantity

I'm just another person, my
friends. A patriot who eats
meat, drinks soup, thinks
too much. The reason why
my voice is so loud is only
my passion for writing. |
can even say that my voice
rose over time. | wrote
poems, | write articles, |
will write books. One day,
any of them will come to

an end for me.

Amerikan borsalarinda
biiyiik kayiplar yasandi.
NASDAQ borsasinda
yaklasik %11°lik bir diisiis

, giderek artan jeopolitik
belirsizlikten artik
yatirimcilarda bir satis
tepkisinin tetiklendigi haber
verilmekte. Endeksteki bazi
sirketler %20’lere kadar
deger kaybi goriirken, en

ciddi kayiplarda teknoloji

number spread to N

grammaticalized

number agreement

idiomatic speech

jargon / terms

There were huge losses in
the American stock
markets. With the
NASDAQ stock market
down nearly 11%, it is
reported that a sell-off
reaction has now been
triggered by investors due
to the growing geopolitical
uncertainty. While some
companies in the index

saw a loss of up to 20%,
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hisseleri basi ¢ekti. Kiiresel
yelpazede yari

iletken katlig: karsis

bugiinkii satis furyasinda
deger kaybetmeye en

direncli hisseler oldular.

technology stocks led the
way in the most serious
losses. Companies that are
well positioned in the face
of the global
semiconductor shortage
have become the stocks
most resistant to
depreciation in today's

sales frenzy.

“0 kimdi?”
diye sordu Maria. “Peter
bana iki ¢canta birakmaya
gelmis” diye cevapladim.
“Hani Peter’le artik
goriigmiiyor ” diye
sorgulamasi rahatsiz

. Bir elini kapinin
demir kulbu tstiinde
tutuyordu, iliskimizden de
evden de her an ¢ikmaya
hazird:. KRGS
kaybetmis,” dedim “bu

esyalar onu hatirlatiyormus

13

grammaticalized

gender

plural spread from

cardinal quantifiers

“Who was that who just
arrived?” she asked. “Peter
came to drop me two
bags,” I replied. His
questioning, "You weren't
seeing Peter anymore,"
bothered me. He was
holding one hand on the
iron handle of the door,
ready to leave our
relationship and the house
at any moment. “He lost
his brother,” I said, “these
items reminded him of

E3]

him.
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APPENDIX H

SAMPLE ENGLISH SURVEY PRESENTED TO A PARTICIPANT

Source Text MT Output 1

Even though thew didn't like him, Elif
wanted to join them. [t was as if those upper
Kendisini zevmeseler de onlarin arazina katilmak  neighborhiood kids were looking at the

istivordu EIif. O list mahalle gocuklan dinvaya world from a different perspective. His
bagka bir gozle bakivorlardl zanki. Onun veri ise place was in the lower neighborbood
yokugun agadisindaki alt mahalledeydi. EIF downhill. EIif erwied the closeness between
aralarindaki vakinlida imrenmist en gok. Hepsi thern the most. They all knew each other! IR
birbirini taniyordul Alt rahallede vakinhk, the lower neighbourhood, intimacy was
Text 1 ihtiyagtan dogan bir gevdi. born of necessity.
MT DOutput 1

Ceviri metinde, kaynak metindeki igerik ile kiyasla eklentiler veya eksiklikler var mi?
[1: Hig. 7: Fazlasiyla)

[Orrek: Kavnak metinde olmayan ifadeler, biiviik ibtimalle bagka bir geviri metinden kopyalama valuyla
cevir metine eklenmig vewva cikartimighir.)

Ceviri metinde, yanli§ geviri olarak tanimlayabilecediniz geviriler var mi?

[1: Hig. 7: Fazlasiyla)

[Orrek: Kawnak metinde “vapilmarnalidir® anlammi tagiyan bir ifadenin “papilmalidir™ ol arak gevrilrmesi,
olumsuzluk ekinin yaklugu)

Ceviri metinde. uygun olmadifinl gordiigiiniz anlam kaymalarl var mi?

[1: Hig. 7: Fazlasiyla)

[Ornek: Kaynak metinds ing\lizce “truth” kelirmesi cevini metinde “gerceklik™ olarak gevrilmig. ancak
“dogruluk” olarak gevrilmesi daha uygun ve izabetli olurdu.)

Ceviri metin, kaynak metin kadar akicl bir $ekilde okunabilivor mu? Ceviri metnin
anlagilabilirligi kaynak metin kadar mi1?

[1: Kaynak metin ile ayni. 7: Kaynak metinden gok Farkli])

[Orrek: Ceviri matindski devrik climleler viiziindsn kavnak metin kadar akict okunmuyor.)

Ceviri metinde gramer veya dil anlatim bozukluklarl var mi1?
[1: Hig. 7: Fazlasiyla)
[Ornek: Tiirkge metinds “Ben onu sevivorsundu™ gibi bir ifade kullanilivor.)

Leviri metinde kullanilan terimlerde ve jargonda uygunsuzluk veya hata var mi?
[1: Hig. 7: Fazlasiyla)
[Ornek: Ingilizee “acute angle™ iFadesi Tirkeeve *dar agt™ verine “akiit agl™ olarak cevrilmighi.]

Ceviri metnin bir biitiin olarak kalitesi ve isabetlilijini nasil degerlendirirsiniz?
[1: Cok ivi. 7: Cok kitii)

Eger eklamek isterseniz, ek yorumlar:
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MT Output 2

He wanted ta join them, even dec thew
didn't like hirn, ENF. It was as if those upper
neighbaorhood kids were looking at the
world with a different eve. His place was in
the lower neighborbood down the hill. EI
Diec was most enwious of the closeness
between therm. They all knew each other! 1k
the lower neighborhood, closeness was
=omething born of need.

MT Output 2

MT Output 3

they want to participate arnong themn if they
dor't like it. as if the children of the upper
neighborhood were looking at another eve
ta the world, hiz place was the lower
neighbaorhiood in the downhill. The most
important thing that the elif had seen the
proximity between themn. all know each
other! The proxirmiby in the lower
neighborhiood was something born from
the need.

MT Output 3

MT Output 4

Ewen though they didn't like hirn, elif
wanted to join themn. It was like thoze upper-
streat kidz were looking at the world in a
different waw. His place was in the lower
rneighborhood downhill. ENif envied the
intiracy between thern the mast. Thew all
knew each other! Intirmacy in the lower
neighborhood was something of a
necessity.

MT Output 4
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APPENDIX |

PARTICIPANT EVALUATIONS DATA

Q3 Q4 a5 a6 Q7

LingusiticDist. Q1 Q2

| Text_No

MT_No

Observation ID  Language Code

1
7
5

0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.147
0.197
0.197

1KZ
2 KZ
3KZ
4 KZ
5KZ

6
7
1
i
5
1
1
7
[
1
2
1
1
1
1
1
1
1
1
1
2
1
7
1
5
7
1
1
7
4

6 KZ
7KZ
8 KZ
9KZ
10 KZ
11 KZ
12 KZ
13 KZ
14 KZ
15 KZ
16 KZ
17 KZ
18 KZ
19 KZ
20 KZ
21 KZ
22 KZ
23 KZ
24 KZ

25 U7
26 UZ
27 Uz
28 UZ
29Uz
30 Uz
31uz
32 Uz
33Uz
34 Uz
35Uz
36 UZ
37Uz
38 UZ

0.197
0.197

0.197
0.197

0.197
0.197

0.197
0.197

2
7
2
2
5

0.197
0.197

0.197
0.197
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3
1
2
2
1
4

0.197

39 UZ
40 UZ

0.197
0.197

41 UZ
42 UZ

0.197
0.197

43 UZ

44 UZ

0.197
0.197

3
1
1
6

45 UZ
46 UZ

0.197
0.197

47 UZ
48 UZ

0.197
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.646
0.647
0.647
0.647
0.647

0.647

49 GR

2

50 GR
51 GR
52 GR
53 GR
54 GR
55 GR
56 GR
57 GR
58 GR
59 GR
60 GR
61 GR
62 GR
63 GR
64 GR
65 GR
66 GR
67 GR
68 GR
69 GR
70 GR
71 GR
72 GR
73 RU
74 RU

2

3

2

3

2

4

1

1

1

1

1

4

75 RU
76 RU
77 RU

5

2

0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647
0.647

0.647

78 RU
79 RU
80 RU
81 RU
82 RU
83 RU

84 RU

1

4

4

85 RU
86 RU
87 RU
88 RU
89 RU
90 RU
91 RU
92 RU
93 RU

94 RU

2

2

5

1

1

95 RU
96 RU
97 RU
98 RU
99 RU

100 RU

3

1

1

101 RU

1

102 RU

103 RU

3

104 RU

105 RU

3

106 RU

107 RU

3

108 RU

109 RU

3

110 RU

111 RU

3

112 RU

113 RU

3

114 RU

115 RU

A

116 RU
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0.647
0.647
0.647
0.647
0.662

117 RU

1

118 RU

115 RU

2
1
1
3
1
1
1
4
3
1
1
6
6
1
1
5
6
1
2
4
1
1
1
1
1
1
1
3
1
1
1
7
1
1
2
i

120 RU

121 FR

0.662

122 FR

0.662

123 FR

0.662

124 FR

0.662

125 FR

0.662

126 FR

0.662

127 FR

0.662

128 FR

0.662

129 FR

0.662

130 FR

0.662

131 FR

0.662

132 FR

0.662

133 FR

0.662

134 FR

0.662

135 FR

0.662

136 FR

0.662

137 FR

0.662

138 FR

0.662

139 FR

0.662

140 FR

0.662

141 FR

0.662

142 FR

0.662

143 FR

0.662

144 FR

0.662

145 FR

0.662

146 FR

0.662

147 FR

0.662

148 FR

0.662

149 FR

0.662

150 FR

0.662

151 FR

0.662

152 FR

0.662

153 FR

0.662

154 FR

0.662

155 FR

1
1
1
A

0.662

156 FR

0.662

157 FR

0.662

158 FR

0.662

159 FR

2
2
1
2
2
1
1
4

0.662

160 FR

0.662

161 FR

0.662

162 FR

0.662

163 FR

0.662

164 FR

0.662

165 FR

0.662

166 FR

0.662

167 FR

1
4

0.662

168 FR

0.669

169 EN

6
6
4
4
4

0.669

170 EN

0.669

171 EN

0.669

172 EN

0.669

173 EN

0.669

174 EN

6
4
4
4

0.669

175 EN

0.669

176 EN

0.669

177 EN

0.669

178 EN

6
2
4
4

0.669

179 EN

0.669

180 EN

0.669

181 EN

0.669

182 EN

7
6
1
2
5
1
2
3
6
3
3
2

0.669

183 EN

0.669

184 EN

0.669

185 EN

0.669

186 EN

0.669

187 EN

0.669

188 EN

0.669

189 EN

0.669

1590 EN

0.669

191 EN

0.669

192 EN

0.669

193 EN

0.669

194 EN
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6
1
2
3
5
5
1
3
2
1
1
1
6
3
1
1
3
1
2
1
4
2
2
5
6
1
3
4
7
3
2
2
6
2
6
4
6
5

0.669

195 EN

0.669
0.669

156 EN

157 EN

0.669
0.669

198 EN

199 EN

0.669
0.669

200 EN

201 EN

0.669
0.669

202 EN

203 EN

0.669
0.669

204 EN

205 EN

0.669
0.669

206 EN

207 EN

0.669
0.669

208 EN

205 EN

0.669
0.669

210 EN

211 EN

0.669
0.669

212 EN

213 EN

0.669
0.669

214 EN

215 EN

0.669
0.669

216 EN

217 EN

0.669
0.669

218 EN

215 EN

0.669
0.669

220 EN

221 EN

0.669
0.669

222 EN

223 EN

0.669
0.669

224 EN

225 EN

0.669
0.669

226 EN

227 EN

0.669
0.669

228 EN

229 EN

0.669
0.669

230 EN

231 EN

0.669

0.664

232 EN

233 DE

2

0.664
0.664

234 DE

235 DE

3

0.664
0.664

236 DE

237 DE

3

0.664
0.664

238 DE

239 DE

2

0.664
0.664

240 DE

241 DE

i

0.664
0.664

242 DE

243 DE

3

0.664
0.664

244 DE

245 DE

3

0.664
0.664

246 DE

247 DE

3

0.664
0.664

248 DE

249 DE

5

0.664
0.664

250 DE

251 DE

3

0.664
0.664

252 DE

253 DE

3

0.664
0.664

254 DE

255 DE

3

0.664
0.664

256 DE

257 DE

3

0.664
0.664

258 DE

259 DE

4

0.664
0.664

260 DE

261 DE

il

0.664
0.664

262 DE

263 DE

5

0.664
0.664

264 DE

265 KR

2

0.664
0.664

266 KR

267 KR

1

0.664
0.664

268 KR

269 KR

2

0.664
0.664

270 KR

271 KR

3

0.664

272 KR
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0.664
0.664
0.664
0.064
0.664
0.664
0.664
0.664
0.664
0.664
0.664
0.664
0.064
0.664
0.664
0.664
0.064
0.664
0.664
0.664
0.664
0.664
0.664
0.664
0.764
0.764

273 KR

1

274 KR

275 kR

2

276 KR

277 KR

3

278 KR

279 kR

2

280 KR

281 KR

3

282 KR

283 KR

1

284 kR

285 KR

1

286 KR

287 KR

1

288 kR

289 KR

1

290 KR

291 KR

1

292 KR

293 KR

4

294 KR

295 KR

2

296 KR

297 CN

3

298 CN

0.764
0.764

299 CN

3

300 CN

0.764
0.764

301 CN

2

302 CN

0.764
0.764

303 CN

3

304 CN

0.764
0.764

305 CN

4

306 CN

0.764
0.764

307 CN

4

308 CN

0.764
0.764

309 CN

3

310 CN

0.764
0.764

311 CN

4

312 CN
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APPENDIX J

DESCRIPTIVE STATISTICS OF SURVEY RESULTS

Question 1 Question 2 Question 3 Question 4

Error Types 1.11-1.12 Error Type 1.13 Error Types 1.14-1.15 Error Type 2

"Additions" and "Mistranslations” "Over-translation” and  |"Fluency”

"Omissions” "Under-translation”

Mean 2.721|Mean 3.423|Mean 3.503|Mean 3.548
Standard Error 0.100|Standard Error 0.104|Standard Error 0.102|Standard Error 0.105
Median 2|Median 3|Median 3|Median 3
Mode 1|Mode 2|Mode 2|Mode 2
St. Dev 1.759(5t. Dev 1.845(5t. Dev 1.789(5t. Dev 1.853
Variance 3.096|Variance 3.402 |Variance 3.202(Variance 3.432
Kurtosis -0.381|Kurtosis -0.874 |Kurtosis -0.825|Kurtosis -1.027
Skewness 0.809|Skewness 0.465|Skewness 0.394|Skewness 0.292
Range 6|Range 6|Range B6[Range 6
Minimum 1| Minimum 1|{Minimum 1{Minimum 1
Maximum 7|Maximum 7 |[Maximum 7|Maximum 7
Sum 849|5um 1068 |Sum 1086(5um 1107
Count 312 |Count 312|Count 310|Count 312
Question 5 Question 6 Question 7

Error Type 4 Error Type 3 Overall Quality

"Style" "Terminology"

Mean 3.287|Mean 3.119|Mean 3.837
Standard Error 0.106|5tandard Error 0.105|Standard Error 0.108
Median 3|Median 3|Median 4
Mode 2|Mode 2|Mode 2
5St. Dev 1.869|5t. Dev 1.846|5t. Dev 1.910
Variance 3.493|Variance 3.408|Variance 3.648
Kurtosis -0.960|Kurtosis -0.797|Kurtosis -1.153
Skewness 0.442|Skewness 0.583 |Skewness 0.230
Range 6|Range 6|Range 6
Minimum 1{Minimum 1(Minimum 1
Maximum 7| Maximum 7| Maximum 7
Sum 1019|5um 970(5um 1197
Count 310({Count 311|{Count 312
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APPENDIX K

MULTIVARIATE REGRESSIONS — FIRST SET

SUMMARY OUTPUT Question 1

Regression Statistics

SUMMARY OUTPUT Question 2

Regression Statistics

Multiple R 0.500 Multiple R 0.542
R Square 0.250 R Square 0.293
Adjusted R Square 0.230 Adjusted R Square 0.275
Standard Error 1.544 Standard Error 1.571
Observations 312 Observations 312
Coefficients Standard Error _t Stat  P-value Coefficients Standard Error _ t Stat  P-value
Intercept 3.226 0.416 7.748 0.000 Intercept 2.254 0424 5321 0.000
Participant ID -0.053 0.016 -3.236 0.001 Participant ID 0.022 0.017 1.335 0.183
Text2 0.050 0.247 0.363 0.717 Text2 0.423 0.252 1.682 0.094
Text3 0.051 0.247 0.207 0.836 Text3 -0.205 0.252 -0.815 0.415
Textd 0.436 0.247 1.763 0.079 Textd 0.500 0.252 1.988 0.048
Linguistic Distance -2.320 0.565 -4.108 0.000 Linguistic Distance -0.409 0.575 -0.712 0.477
YandexTranslate 0.964 0.238 4.048 0.000 YandexTranslate 0.738 0.242 3.045  0.003
LiberTranslate 2.422 0.266 5.106  0.000 LiberTranslate 2.812 0.271 10.389  0.000
WindowsTranslator 0.667 0.238 2.799  0.005 WindowsTranslator 0.738 0.242 3.045  0.003
SUMMARY OUTPUT Question 3 SUMMARY OUTPUT Question 4
Regression Statistics Regression Statistics
Multiple R 0.537 Multiple R 0.544
R Square 0.289 R Square 0.296
Adjusted R Square 0.270 Adjusted R Square 0.278
Standard Error 1.529 Standard Error 1.574
Observations 310 Observations 312
Coefficients Standard Error  t Stat  P-value Coefficients Standard Error  t Stat  P-value
Intercept 2.162 0.412 5.241 0.000 Intercept 2127 0.425 5.009 0.000
Participant ID 0.029 0.016 1.774 0.077 Participant ID 0.049 0.017 2.8%4 0.004
Text2 0.544 0.246 2.216 0.027 Text2 0.423 0.252 1.678 0.094
Text3 -0.026 0.245 -0.105 0.917 Text3 -0.372 0.252 -1.475 0.141
Textd 0.370 0.246 1.505 0.133 Textd 0.244 0.252 0.966 0.335
Linguistic Distance -0.256 0.561 -0.455 0.649 Linguistic Distance -0.343 0.576 -0.596 0.552
YandexTranslate 0.706 0.237 2.973 0.003 YandexTranslate 0.845 0.243 3479 0.001
LiberTranslate 2.724 0.264 10.335  0.000 LiberTranslate 2,793 0.271 10.296  0.000
WindowsTranslator 0.821 0.236  3.482  0.001 WindowsTranslator 0.869 0.243 3.577  0.000
SUMMARY OUTPUT Question 5 SUMMARY OUTPUT Question 6
Regression Statistics Regression Statistics
Multiple R 0.464 Multiple R 0.455
R Square 0.215 R Square 0.207
Adjusted R Square 0.194 Adjusted R Square 0.186
Standard Error 1.678 Standard Error 1.666
Observations 310 Observations 311
Coefficients Stondard Error _t Stat P-value Coefficients Stondord Error _t Stat  P-value
Intercept 2,440 0.456 5.347 0.000 Intercept 1.339 0.450 2.978 0.003
Participant ID 0.013 0.018 0.732 0.465 Participant ID 0.026 0.018 1.476 0.141
Text2 0.488 0.270 1.805 0.072 Text2 0.375 0.268 1.401 0.162
Text3 -0.178 0.270 -0.659 0.510 Text3 0.439 0.268 1.640 0.102
Textd 0.334 0.270 1.237 0.217 Textd 0.439 0.268 1.640 0.102
Linguistic Distance -0.864 0.621 -1.392 0.165 Linguistic Distance 0.688 0.609 1.129 0.260
YandexTranslate 0.881 0.259 3.403 0.001 YandexTranslate 0.810 0.257 3.149  0.002
LiberTranslate 2.479 0.289 8.571  0.000 LiberTranslate 2.358 0.287 8.216  0.000
WindowsTranslator 0.797 0.261 3.058  0.002 WindowsTranslator 0.842 0.258 3.267  0.001
SUMMARY OUTPUT Question 7
Regression Statistics
Multiple R 0.576
R Square 0.331
Adjusted R Square 0.314
Standard Error 1.582
Observations 312
Coefficients Standard Error t Stat  P-value
Intercept 2167 0.427 5.077 0.000
Participant ID 0.037 0.017 2.195 0.029
Text2 0.397 0.253 1.568 0.118
Text3 -0.423 0.253 -1.670 0.096
Textd 0.244 0.253 0.961 0.337
Linguistic Distance 0.303 0.579 0.523 0.601
YandexTranslate 0.881 0.244 3.608 0.000
LiberTranslate 3.075 0.273 11.277  0.000
WindowsTranslator 1.024 0.244 4.193  0.000
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APPENDIX L

MULTIVARIATE REGRESSIONS — SECOND SET

SUMMARY QUTPUT Question 1

Regression Statistics

SUMMARY QUTPUT Question 2

Regression Statistics

Multiple R 0.553 Multiple R 0.606
R Sguare 0.306 R Square 0.367
Adjusted R Square 0.286 Adjusted R Square 0.349
Standard Error 1.365 Standard Error 1.423
Observations 288 Observations 288
Coefficients Standard Error t Stat  P-value Coefficients Standard Error t Stat  P-value
Intercept 2.076 0.435 4.767 0.000 Intercept 1.253 0.454 2.761 0.006
Participant ID -0.044 0.015 -2.975 0.003 Participant ID 0.031 0.015 2.001 0.046
Text2 0.028 0.227 0.122 0.903 Text2 0.458 0.237 1.833 0.054
Text3 0.014 0.227 0.061 0.951 Text3 -0.153 0.237 -0.644 0.520
Textd 0.431 0.227 1.893 0.059 Textd 0.583 0.237 2.460 0.014
Linguistic Distance -0.066 0.647 -0.103 0.918 Linguistic Distance 1.513 0.674 2.243 0.026
YandexTranslate 0.671 0.221 3.031 0.003 YandexTranslate 0.421 0.231 1.825 0.069
LiberTranslate 2.346 0.238 9.839  0.000 LiberTranslate 2.702 0.249 10.872  0.000
WindowsTranslator 0.776 0.221 3.507  0.001 WindowsTranslator 0.763 0.231 3.307  0.001
SUMMARY OUTPUT Question 3 SUMMARY OUTPUT Question 4
Regression Statistics Regression Statistics
Multiple R 0.600 Multiple R 0.592
R Square 0.360 R Square 0.351
Adjusted R Square 0.342 Adjusted R Square 0.332
Standard Error 1.386 Standard Error 1.453
Observations 286 Observations 288
Coefficients Stondard Error _t Stat P-value Coefficients  Standord Error _t Stat P-value
Intercept 1.476 0.443 3.329 0.001 Intercept 1.389 0.464 2.996 0.003
Participant ID 0.035 0.015 2340 0.020 Participant ID 0.055 0.016 3.537 0.000
Text2 0.558 0.232 2.408 0.017 Text2 0.444 0.242 1.835 0.068
Text3 -0.042 0.231 -0.180 0.857 Text3 -0.417 0.242 -1.720 0.087
Textd 0.389 0.232 1.677 0.095 Textd 0.208 0.242 0.860 0.390
Linguistic Distance 1.180 0.e64 1.779 0.076 Linguistic Distance 1.229 0.689 1.784 0.075
YandexTranslate 0.318 0.226 1405 0.161 YandexTranslate 0.526 0.236 2.232 0.026
LiberTranslate 2.609 0.242 10.774  0.000 LiberTranslate 2.673 0.254 10.526  0.000
WindowsTranslator 0.895 0.225 3.981 0.000 WindowsTranslator 0.855 0.236 3.628  0.000
SUMMARY OUTPUT Question 5 SUMMARY OUTPUT Question 6
Regression Statistics Regression Statistics
Multiple R 0.503 Multiple R 0.537
R Square 0.253 R Square 0.288
Adjusted R Sgquare 0.232 Adjusted R Square 0.268
Standard Error 1.571 Standard Error 1.512
Observations 286 Observations 287
Coefficients Standard Error _t Stat P-value Coefficients Stondard Error _t Stat  P-value
Intercept 1.528 0.513 2978 0.003 Intercept 0.184 0.483 0.381 0.703
Participant ID 0.020 0.017 1190 0.235 Participant ID 0.036 0.016 2.199 0.029
Text2 0.536 0.264 2.030 0.043 Text2 0.421 0.253 1.664 0.097
Text3 -0.159 0.264 -0.601 0.549 Text3 0.476 0.253 1.884 0.061
Textd 0.383 0.264 1.451 0.148 Textd 0.448 0.253 1.774 0.077
Linguistic Distance 0.952 0.768 1.239 0.216 Linguistic Distance 2.945 0.717 4.109 0.000
YandexTranslate 0.566 0.255 2.220 0.027 YandexTranslate 0.447 0.245 1.824  0.069
LiberTranslate 2.360 0.275 8.586 0.000 LiberTranslate 2.236 0.264 8.465 0.000
WindowsTranslator 0.782 0.257 3.044  0.003 WindowsTranslator 0.878 0.246 3.566  0.000
SUMMARY OUTPUT Question 7
Regression Statistics
Multiple R 0.630
R Square 0.397
Adjusted R Sgquare 0.380
Standard Error 1.465
Observations 288
Coefficients Standord Error  t Stat  P-value
Intercept 1.315 0.468 2.813 0.005
Participant ID 0.044 0.016 2.800 0.005
Text2 0.444 0.244 1.820 0.070
Text3 -0.431 0.244 -1.763 0.079
Textd 0.250 0.244 1.024 0.307
Linguistic Distance 1.998 0.694 2.878 0.004
YandexTranslate 0.579 0.238 2436 0.015
LiberTranslate 2.975 0.256 11.621  0.000
WindowsTranslator 1.053 0.238 4.429  0.000
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APPENDIX M
MULTIVARIATE REGRESSION — COMPREHENSIVE ON TQ

SUMMARY OUTPUT

Regression Statistics

Multiple R 0.9382

R Square 0.8802

Adjusted R Square 0.8745

Standard Error 0.6794

Observations 307

Coefficients 5t Error t Stat P-value

Intercept -0.1526 0.2072 -0.7365 0.4620
Katilime 1D 0.0113 0.0079 1.4374 0.1517
Text2 -0.0458 0.1116 -0.4105 0.6818
Text3 -0.2206 0.1127 -1.9579 0.0512
Textd -0.1038 0.1115 -0.9316 0.3523
Linguistic Distance 0.8405 0.2652 3.1223 0.0020
YandexTranslate 0.0598 0.1090 0.5491 0.5833
LiberTranslate 0.3475 0.1415 2.4556 0.0146
WindowsTranslator 0.1975 0.1085 1.8208 0.0697
Question 1 0.0408 0.0350 1.1644 0.2452
Question 2 0.2299 0.0443 5.1928 0.0000
Question 3 0.1316 0.0456 2.8852 0.0042
Question 4 0.3060 0.0464 6.5909 0.0000
Question 5 0.2787 0.0390 7.1513 0.0000
Question 6 0.0338 0.0391 0.8643 0.3881
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APPENDIX N
VISUAL REPRESENTATION OF THE DISTRIBUTION OF THE RESIDUALS

FOR THE FINAL COMPREHENSIVE REGRESSION
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Evrak Tarih ve Sayisi: 26.03.2022-59477

T.C.
BOGAZICI UNIVERSITESI
SOSYAL VE BESERI BILIMLER YUKSEK LISANS VE DOKTORA TEZLERI
ETIK INCELEME
KOMISYONU
TOPLANTI KARAR TUTANAGI

Toplant1 Sayist : 29
Toplant1 Tarihi : 24.03.2022

Toplant1 Saati :10:00

Toplant1 Yeri : Zoom Sanal Toplanti

Bulunanlar : Prof. Dr. Ebru Kaya, Dr. Ogr. Uyesi Yasemin Sohtorik ilkmen
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Ceviribilim
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"Makine Cevirisi Isabetliligi ve Dil Mesafesi Arasindaki iliski" bashikli projeniz ile ilgili
olarak yaptiginiz SBBEAK 2022/15 sayili bagvuru komisyonumuz tarafindan 24 Mart 2022
tarihli toplantida incelenmis ve uygun bulunmustur.

Bu karar tiim {iyelerin toplantiya ¢evrimici olarak katilimi ve oybirligi ile alinmistir.
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mektubu iiye ve raportdr olarak Yasemin Sohtorik Ilkmen tarafindan biitiin iiyeler adina e-
imzalanmustir.

Saygilarimizla, bilgilerinizi rica ederiz.
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